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Abstract: The field of music has promising commercial and social applications. Hence it has attracted the 

attention of researchers, engineers, sociologists and health care peoples. Therefore this particular research area 

has been selected.  
In this manuscript the monophonic musical  classificationsystem using impulse response of the system is 

presented. In this research work 19  musical instruments monophonic sounds from 4  families are   classified 

using WEKA classifier. The impulse response is of all musical instruments and families are  computed in 

Cepstral Domain. AsImpulse response is used to model the body response of the musical instruments and helps 

to capture the information.  It is different for different instruments. The features are extracted from impulse 

response and presented to WEKA Classifier. 

The  Musical instrument classification for individual instruments and family is verified using impulse response 

modeling. It is found that the impulse response is different for different instruments. It helps to easily distinguish 

between instrument to instrument and family to family. For individual instruments, the average classification 

accuracy has been obtained is 83.23% and 85.55% for family classification. 
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Introduction:  

 

The musicology has not only attracted the attention of inherent artists but also,  scientists, engineers, sociologist 

and specialist health care of human beings. since musical instruments are inseparable part of technology has 

always attracted attention of the technologist. 

In view of this efforts have been made to present the database that has been used in the research work. Homo 

Sapiens particularly mankind has inherent capability to interpret and classify sound emanated by different 

creatures, instruments in the nature under varied condition and situation like entertainment involving singing, 
dancing that soothes mind of human beings.The aural system of human body collects the sounds emanated in the 

nature and through neurons of the nervous system of the ear (eustachian tube) transmits the impulses to the brain 

for further processing, analysis and understanding. 

The receptors in the human brain analyses recognize and classify the sound impulses after processing the same 

for building the data base for further use. However, on account of some doubts certain questions still remain 

unclear uncomprehending and unanswered about how brain recognize the sounds. Also some questions like, 

Which type of soundinformation does brain  receive from  human auditory system? , What are the crucial 

features to be analyzed like redundant characteristics features of sound that are not useful and may cause 

confusion in recognition of genuine impulse or musical notes and their classification process?. The existing 

literature some algorithms are proposed which classify sounds using extracted features. However, none of these 

algorithms, match so closely to the recognition skill or ability of human brain through audio nervous system.  

 

Literature Survey: 

 

The Brown et al. [1] presented work on classification of musical sounds using computer. Again, Brown et al. [2], 

[3] used cepstral coefficients features extracted using  constant-Q transform method with the help of  k-means 

clustering classifier. The error rate observed is around fifteen percentages among oboe and saxophone. At the 

same time, Martin and Kim [4] designed  a system which accurately classified fifteen  musical instruments with 

the help of  isolated notes. Author used training and testing data which was  recorded from several   musical 

instruments. An error rate of 28.40% was reported by the author. In addition,  Marqueset al. [14] presented 

system using GMM and  SVMs for monophonic instrument sound identification. An  accuracy of  70% was 

reported for eight musical instruments (violin, lute, organ, bagpipes, trombone, piano,  and harpsichord, 

clarinet). Consequently, Eronen and Klapuri [5], used features based on cepstrum , with  twenty one other  
features which are Rise time, Decay time spectral spread,  spectral centroid, Fundamental frequency, Amplitude 
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and frequency modulation rate for instrument sound  classification. Classification accuracy ranging from 30% to 

80% is being reported for thirty instruments playing monophonic musical sounds. Eronen et al. [6] performed 

experiment on  wide  range of  features  including  MFCC and Linear Prediction coefficients. The author has 

critically analyzed 23 features and their  relevancefor sound  classification. In all analysis MFCC feature found 

very effective in classification of instruments in most of the cases.  

Commencing with earlier work, Agostini et al. made use of  QDA features  for classification of 27 monophonic  

musical instrument sounds.  The results are verified using different classifiers such as Support vector machine, 

canonical discrimination, and KNN [8].  Authors reported an error rate of 7.2% for individual instruments. For 

instrument family classification an error  of  3.1% is reported. Using pitch tracking algorithm. Again, Lee et al. 

[9], in 2002, used Hidden Markov Models (HMMs)  to identify  three different musical instruments which are 
violin, oboe and flute with 70% classification accuracy.  Eronen et al. made use of  MFCCs, and its derivative 

features and classifier used was HMM. The set of statistically independent features were extracted  using ICA 

from the training data set. The recognition accuracy of 60% was reported using MFCCs and delta MFCCs for 

McGill university master sample database [12]. This dataset  is a professionally recorded instrument samples 

and used in [5], [7],[9]. 

Meanwhile, Costantini et al. [13] used a Cepstral features, constant Q transform for classification of six 

instruments using neuro fuzzy model. The  noteswhich are used are the fourth octave  in the frequency range 

from 261.6 Hz to 522.2 Hz in their research work. An error rate of 15%-20% was reported for cepstrum-based 

features. Later, Essidet al. in 2004 [15], [16] performed musical instrument classification with less numbers of 

features that included Mel frequency Cepstral Coefficients (MFCCs). Further, Partridge and Jabri used ( PCA)  

Principal Component Analysis [17] to increase  the classification accuracy. Rodetet al. [18], [19] used 20 
attributes  for classification of real time solo performance. Using these features, authors reported 85% 

recognition accuracy for solo classification using k-Nearest Neighbor algorithm. Authors used 07 different  

instruments which are  violin, cello, piano, flute, guitar, clarinet and bassoon, with a database of 108 recordings, 

played by different musicians. The importance of validation of  cross database was analyzed in this research 

work. 

 

Methodology: 

 

In this section, musical instrument classification using impulse response modelling is described. The impulse 

response is computed in Cepstral Domain. Till now Cepstral domain features were widely used for speech 

processing applications, But not being used for sound processing applications. The Vocal tract and excitation  
response are separated in cepstraldomain.This technique is used to model body of musical instruments. The 

impulse response is  used as feature vector in this. The impulse response of the body of instrument is found 

using LPC coefficients. The procedure to compute LPC coefficients is shown in fig. 1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig1: Block diagram to compute LPC Coefficients 

The concept  behind the linear predictive analysis is that the music sample can approximated as linear 

combination of past music sample. Music data in the form of wave and these waves are divide into frames. 

Autocorrelation is used to measure the similarity between to signal. Ceptral coefficient represents essential 

information for speech, speaker and musical instrument recognition. Differentiator is used to separate the delta 

coefficient and static coefficient. 

Cepstral Domain Window Method 

Here the procedure to compute cepstral features are described. The method used for separation of impulse 

response of body of instrument  and excitation response of  musical instrument  is discussed. The algorithm to 

find body response of instrument  is discussed here. 

Algorithm to find body response : 
In this algorithm , the entire  note is used for processing.  
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Input musical sound signal  

 Compute FFT of sound signal  

 Plot the spectrum of signal  

 Compute complex log spectrum 

 Compute  IFFT ( Cepstrum) 

 Plot cepstrum of signal  

 Use window: cepstral Domain Windowing 

 Take complex FFT of windowed cepstrum 

 Find magnitude of FFT and take   anti-log  

 Compute complex IFFT  which is  time domain body response  and  excitation response of signal 
The above algorithm is used to compute  body response and  impulse response of the different musical 

instruments. Mathematically the cepstrum can be represented by following equation.  

)))(((log( nmFTIFFTCepstrum 
 

The cepstrum analysis is used to separate the excitation source and instrument filter response.Excitation source 

and instrument filter response can be separated with the use of cepstrum analysis.  Cepstrumvalues near origin 

gives information related to the instrument filter response. Cepstrumvalues away from origin gives excitation 

source information. The cepstrum for a note of an instrumentis shown in  Fig. 3.  

 
Fig. 3: Cepstrum of a) C4 note of Violin   b) C4 note of Piano 

 

 Impulse Response or Body Response Modeling 

The figure 4 shows  impulse responses or body responses of  instruments. 
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Fig. 4: The impulse responses or body responses for instruments. 

 

Result:  

 

The musical instruments are classified using features based on impulse response and WEKA classifier. The 

results in the form of confusion matrix are shown in table 1 and table 2 for individual instruments and family. 
Total 19 different musical instruments are used as shown in Table 1.  

 

Table 1:  Percentage accuracy in the form of  Confusion  matrix for individual instruments 

Instruments A B C D E F G H I J K L M N O P Q R S 

A=Saxophone 90 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 

B=Bass 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

C=Cello 0 0 95 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 

D=Cornet 0 0 5 80 5 0 0 0 0 0 0 0 0 0 5 0 5 0 0 

E=Eng Horn 0 0 0 15 80 0 0 0 0 0 0 0 0 0 5 0 0 0 0 

F=F_Horn 0 0 0 0 0 95 0 0 0 0 0 0 0 0 0 5 0 0 0 

G=Guitar 0 0 0 0 0 0 100 0 0 0 0 0 00 0 0 0 0 0 0 

H=Harpsichord 0 0 0 0 0 0 0 95 0 0 0 0 0 0 0 0 0 5 0 

I=Lute 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 

J=Obeo 
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K=Oboe d’Amore 0 0 0 0 0 0 0 0 0 10 85 5 0 0 0 0 0 0 0 

L=Piano 0 0 0 0 0 0 0 0 0 0 0 85 0 0 0 0 15 0 0 

M=Drum 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 

N=Trombone 0 0 0 0 0 0 0 0 0 0 0 0 10 90 0 0 0 0 0 

O=Trumpet 0 0 5 5 0 0 0 0 0 0 0 0 0 0 90 0 0 0 0 

P=Tuba 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0 

Q=Tympani 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 

R=Viola 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0 95 0 

S=Violin 5 10 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0 5 75 

Instruments A B C D E F G H I J K L M N O P Q R S 

 

 

The percentage accuracy for instrument families are shown in table 2. 

Table 2:   Percentage accuracy in the form  ofConfusion Matrix using Impulse response 
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String 97.5 1.25 1.25 0 

Woodwind 1.25 92.5 6.25 0 

Brass 1 2 96 1 

Percussion 0 0 0 100 

 

Conclusion:  

 

The  Musical instrument classification for individual instruments and family is verified using impulse response 

modeling. It is found that the impulse response of instrument varies from  instrument to instrument. It helps to 

easily distinguish between instrument to instrument and family to family. Impulse response is used to model the 
body response of the musical instruments. For individual instruments, the average classification accuracy has 

been obtained is 83.23% and 85.55% for family classification. 
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