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Abstract: In this study, using VIVE and Tracking, we developed a ‘first-person view-based Korean sign language education 
system’ that guides sign language handshapes using a 3D virtual hand from the user's point of view and then evaluates the 
accuracy of the handshapes that learners perform. The learning effects of a Korean sign language education system that 

guides sign language handshapes using 3D virtual hands in a virtual space and a system that only learns with a teacher's 
lecture video in a virtual space were compared and analyzed. The number of times the two groups of participants tried to 
make the sign language correctly was measured. Then, the measurement results were compared and analyzed and interviews 
also conducted. As a result of the experiment, the ‘first-person view-based Korean sign language education system’ 
demonstrated that some sign language handshapes, which are not easy for participants to make, were implemented faster  and 
more accurately than traditional learning methods. Therefore, if this system is used, it is expected that sign language learners 
will be able to learn more intuitively through the first-person perspective. Furthermore, it is expected that learning effects 
can be improved through the ability of being able to judge whether users are making the correct shapes with their hands. In 

addition, since it is possible to evaluate the accuracy of the hand shapes, it is believed that single-person learning, which was 
not easy in the existing sign language education paradigm, will become possible. However, for the sign language examined 
in the experiment, some showed significant differences while others were less meaningful. These were analyzed because the 
difficulty of the learning contents used in the experiment was not high. In future research, in order to more accurately verify 
the effectiveness of the sign language education system using hand tracking and 3D virtual hand guidance, we intend to 
conduct an experiment implementing learning content with more complex sentences 

Keywords: Sign language education, Handshape recognition, Gesture recognition, Virtual reality, First-person view, VIVE 

hand tracking 

 

1. Introduction 

Sign language is a language used by people who are deaf and hard of hearing and is a method of communication 

using gestures and signs [1,2]. However, sign language is not only necessary for communication between deaf 

people, but also necessary for the relationship between people without hearing difficulties and deaf people. 

Recently, interest in sign language is increasing around the world. However, if sign language teaching materials 
and training services are insufficient, unqualified sign language teachers might be produced and this will cause 

problems. In Finland, for example, a large number of deaf schools teachers are unqualified sign language 

teachers; consequently, there have been cases in which a solution was sought [3]. However, as social awareness 

about the need for sign language education has recently improved, the number of places that teach sign language 

in government offices and universities is gradually increasing. Nevertheless, it is still not easy to learn sign 

language systematically, and education conditions remain poor. Thus there are many difficulties in sign language 

education [4].Under the awareness of the lack of an overall sign language education system and lack of teachers, 

various learning methods incorporating new media and technologies such as YouTube, mobile smartphones, and 

Virtual Reality (VR) have recently been attempted as shown in Figure 1 [e.g., 5-7]. However, classroom field 

learning that follows the shape of the hand of the teacher in front has been moved to online, smartphone, and 

virtual spaces. However, the advantages of the medium have not effectively utilized yet. Therefore, it is difficult 

for learners to judge whether they are making the correct shapes with their hands. 
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Figure 1 Existing sign language education methods using various media technologies: (a) online video learning 

method [5], (b) mobile app method [6], and (c) VR learning method [7] 

 

In addition, there are various studies on how to recognize sign language using gesture recognition or data 

globes. There are studies on how to recognize sign language in real time, such as the Korean sign language 

recognition system based on elementary components [8], a study on continuous Korean sign language (KSL) 
recognition using color vision [9], and a system that recognizes Korean sign language using a pair of data-

gloves and then translates it into Korean text [10]. These studies are mainly aimed at real-time interpretation 

between deaf people and those without hearing impairment and are not aimed at learning sign language. 

In sign language, accurate hand shapes are very important because the wrong hand shape can lead to 

misunderstandings in communication with other people. In the example of Figure 2, Figure 2 (a) is an accurate 

sign language expression that means mountain, but if it is expressed incorrectly as in Figure 2 (b), the other 

person may misunderstand it as a form of swearing. Therefore, an accurate evaluation and correction system is 

particularly important in a one-person education system that is not always a necessary condition when a teacher 

can correct the learner's hand shapes in offline education. 

 
Figure 2 Problems with incorrect sign language: (a) an example of an accurate sign language expression 

meaning 'mountain' [11], (b) An example misrepresented as swearing through incorrect sign language [11] 

 

2. Materials and methods 

2.1 System Overview  

In this study, a sign language education system was developed that maximizes learning effects by learning 

from a first-person perspective according to the guidance of a 3D hand in a virtual space with a learner wearing 
a Head Mounted Display (HMD). The advantage of VR that differentiates it from other media is that it does not 

simply look at the screen. Instead the user can directly enter a virtual space to experience and interact with the 

content in three dimensions. On a smartphone or monitor, the only way is to simply watch and follow the video; 

however, in VR, the user can intuitively learn the shapes through a virtual hand that appears three-dimensionally 

from the user's point of view. 

As shown in Figure 3, VIVE Pro was used as an HMD that provides a virtual space [12], and the Vive Hand 

Tracking SDK was used as an API that evaluates the accuracy of the hand shape by measuring the angle of the 

finger and showing the hand shape in a three-dimensional manner [13]. VIVE Hand Tracking SDK basically 

supports the function of holding objects using one or two hands, and the user can also hold objects remotely 

using ray casting. The VIVE Hand Tracking Engine supports positional tracking of each hand. As shown in 

Figure 3(b), positional tracking consists of 21 points, four per finger and one at the wrist. The Plugin contains 

three modes for rendering hands as skeletons or single points for 2D/3D modes. VIVE Hand Tracking SDK 
supports Pre-defined gesture classification, Pinch Detection, and Hand Positions Mode. There are 6 pre-defined 

gestures in VIVE Hand Tracking SDK: Point, Fist, OK, Like, Five, Victory. Pinch is defined by tapping the 
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thumb and index tips. The position of the other three fingers does not matter. Hand Positions Mode provides a 

function that allows users to freely define and use the shape of their hands [13]. 

 
Figure 3 HMD and Handshape Recognition Plugin used for ‘First-Person View-Based Korean Sign Language 

Education System’ development: (a)VIVE Pro (b) VIVE Hand Tracking SDK [13] 

 

 
Figure 4 System configuration diagram 

 

In this study, in order to more accurately and correctly define sign language handshapes, the 'first-person 

view-based Korean sign language education system' was implemented using the Hand Positions Mode of VIVE 

Hand Tracking SDK. In addition, a guide hand was implemented using the hand model of the VIVE Hand 

Tracking SDK. The accuracy of the handshapes made by the learner could then be automatically evaluated in 

real time. Unity was used as the game engine, and the minimum GPU specifications were NVIDIA GTX1060 

and AMD RX480. Thus we implemented the system on NVIDIA GTX1060 and conducted experiments. The 
system configuration diagram is shown in Figure 4. 

In general, language learning involves learning about consonants and vowels, followed by basic words, short 

sentences, long sentences, and conversations. In this study, the learning contents were composed of a total of 14 

Korean consonants, the most basic of steps. When a learner wears an HMD as shown in Figure 5 (a) and carries 

out the 'first-person view-based Korean sign language education system', the Korean consonant sign language 

curriculum is conducted in a virtual space under the guidance of a sign language teacher as shown in Figure 5 
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(b). When the learning game starts, a virtual helper dialog is created, and the learner can see that his or her 

hands are reproduced with virtual hands in the virtual space. With this hand, the learner can interact with objects 

in the game. After the learner checks the "Start the game" guide, they then touch the next button to move to the 

next scene. When the learner touches the next button after confirming the “video is played” guidance, the video 

is created and played. A 3D guide hand appears, allowing the learner to see the shape of the teacher's hand in the 

video in front of him in three dimensions. The more accurately the learner matches his or her hand in this 3D 
guide hand, the higher the probability of success in learning. If the learner makes a shape different from the 3D 

guide hand shape, it does not proceed to the next step. When the learner makes as close the same shape as the 

3D guide handshape as possible, a congratulatory message appears. Learners can proceed to the next step of 

learning by touching the Next button. The video used for learning was a Korean consonants YouTube lecture by 

sign language interpreter Kim Hyun-cheol. This video was used only for the purpose of this experiment, not for 

commercial purposes [14]. VIVE Hand Tracking can control the accuracy of the handshape by adjusting the 

degree of bending for each of the five fingers. In this study, for the purpose of the study, the value of the degree 

of bending was strict. Thus the user must makes the correct hand shape for it to be recognized as the correct 

answer. 

 
 

Figure 5 Learning through play: (a) the learner playing the game (b) the game play screen seen from the 

learner's field of view 

 

2.2 Experiment  

2.2.1 Experiment procedure and participants 

In this study, VR was used in order to overcome the limitations of the existing media-based learning method, 

which transferred the learning in the sign language classroom that follows the shape of a teacher's hand to a 
digital education system. We developed a system that can intuitively learn the shape of the sign language and 

evaluate it in real time through a virtual hand that appears three-dimensionally from the user's point of view. 
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Figure 6 Images of (a) Korean alphabet consonants; (b) Images of learners playing the game; (c) Learning the 

Korean sign language education system’ without 3D virtual hand guidance; (d) Learning the Korean sign 

language education system’ with the guidance of 3D virtual hands; (e) Learner's sign language handshapes 

projected by 3D hand modeling in a virtual space.As shown in Figure 6, the effectiveness was verified. In order 

to verify that this ‘first-person view-based Korean sign language education system’ is more effective than the 

existing learning method by observing and following the teacher, a version of the traditional learning method 

without 3D virtual hand guidance as shown in Figure 6(b) was implemented separately. The two Korean sign 

language education systems were then compared. The two systems have all the same conditions, and only the 
presence or absence of the guidance of the 3D virtual hand is different. If the two systems are compared and 

analyzed, it is considered that the influence of the 3D virtual hand guidance and real-time evaluation system, the 

core elements of the learning system developed in this study, can be effectively analyzed. 
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Due to COVID-19, it was difficult to recruit a large number of experiment subjects. Thus the experiment was 

conducted by recruiting a minimum number of personnel. The experiment was conducted at a university in 

Busan, South Korea from August 3 to 14, 2020. The purpose of the experiment was explained to college 

students, and after obtaining consent, the experiment was conducted. A total of 10 people (9 male, 1 female) 

participated in the experiment. One person a day participated in the experiment, so there were no encounters 

between the participants. In addition, the risk of COVID-19 was minimized by participating in the experiment 
with both the experiment participant and the research director wearing a mask, and avoiding physical contact 

between the experiment participant and the research director running the experiment. Due to the small number 

of participants in the experiment, each participant was allowed to experience the two systems alternately. Five 

people (5 male, 0 female) first experienced the learning contents of the Korean sign language education system 

without 3D virtual hand guidance, and 3 hours later, experienced the Korean sign language education system 

with 3D virtual hand guidance. And the remaining 5 people (4 male, 1 female) first experienced the learning 

contents of the Korean sign language education system with 3D virtual hand guidance, and then 3 hours later 

experienced the Korean sign language education system without 3D virtual hand guidance. In this manner, all 

the participants of the experiment took turns experiencing each educational content, and a total of 10 

experimental data were collected for each Korean sign language education system. 

 

2.2.2 Measures 
To verify the effectiveness, when each learner made a Korean consonant sign language shape presented in a 

virtual learning space, the number of repetitions it took for the system to recognize it and acknowledge it as the 

correct answer was measured and compared and analyzed. The number of samples in the group was 10, which 

did not satisfy normality, so the Mann-Whitney U test was performed as a statistical analysis method. The 

Mann-Whitney U test is a non-parametric statistical method that analyzes differences between two groups when 

the sample size of the group is relatively small and normality is not satisfied. In addition, after the experiment, 

an interview was conducted and used as a reference to interpret the statistical analysis results. 

 

3. Results and Discussion  

The number of samples in each group was less than 30. As a result of the normality test, the values of 

"Kolmogorov-Smirnov" and "Shapiro-Wilk" for all variables were less than 0.05 (p<0.05), which did not satisfy 
the normality. Therefore, the Mann-Whitney U test was conducted. 

 

Table 1 Results of the Mann-Whitney U test analysis for the number of attempts to succeed in the sign language 

handshape for each consonant 

No. Variable 
Korean Sign Language 

Education System 
N 

Mean 

Rank 

Sum of 

Rank 

Mann-

Whitney U 

Wilcoxon 

W 
Z P 

1 
 

3D virtual hand included 10 9.25 92.50 
37.50 92.50 -1.045 0.30 

3D virtual hand not included 10 11.75 117.50 

2 
 

3D virtual hand included 10 9.60 96.00 
41.00 96.00 -0.841 0.40 

3D virtual hand not included 10 11.40 114.00 

3 
 

3D virtual hand included 10 9.20 92.00 
37.50 92.00 -1.158 0.25 

3D virtual hand not included 10 11.80 118.00 

4 
 

3D virtual hand included 10 9.60 96.00 
41.00 93.00 -0.844 0.40 

3D virtual hand not included 10 11.40 114.00 

5 
 

3D virtual hand included 10 10.10 101.00 
46.00 101.00 -0.398 0.7 

3D virtual hand not included 10 10.90 109.00 

6 

 

3D virtual hand included 10 10.05 100.50 
45.50 100.50 -0.449 0.65 

3D virtual hand not included 10 10.95 109.50 

7 
 

3D virtual hand included 10 10.05 100.50 
45.50 100.50 -0.449 0.65 

3D virtual hand not included 10 10.95 109.50 

8 

 

3D virtual hand included 10 9.65 96.50 41.50 96.50 -0.796 0.43 
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3D virtual hand not included 10 11.35 113.50 

9 
 

3D virtual hand included 10 8.65 86.50 
31.50 86.50 -2.007 0.05* 

3D virtual hand not included 10 12.35 123.50 

10 
 

3D virtual hand included 10 8.60 86.00 
31.00 86.00 -1.775 0.08 

3D virtual hand not included 10 12.40 124.00 

11 

 

3D virtual hand included 10 9.25 92.50 
37.50 92.50 -1.115 0.27 

3D virtual hand not included 10 11.75 117.50 

12 
 

3D virtual hand included 10 10.05 100.50 
45.50 100.50 -0.449 0.65 

3D virtual hand not included 10 10.95 109.50 

13 
 

3D virtual hand included 10 9.65 96.50 
41.50 96.50 -0.796 0.43 

3D virtual hand not included 10 11.35 113.50 

14 
 

3D virtual hand included 10 10.50 105.00 
50.00 105.00 0.000 1.00 

3D virtual hand not included 10 10.50 105.00 

    *p<0.05 
 

 
Figure 7 Comparison of Boxplots for number of attempts to succeed in the sign language handshape for each 

consonant 

 

As shown in Table 1, only variable No. 9 showed significant results (Mann-Whitney U = 31.50, Wilcoxon = 

86.50, p<0.05), and for all other variables there was no significant difference in the number of times it took to 

succeed in the handshape of the sign language between the Korean sign language education system with a 3D 

virtual hand and the Korean sign language education system without a 3D virtual hand. Figure 7 shows this 

result visually. For half of the variables (No. 2, No. 5, No. 6, No. 7, No. 8, No. 12, No. 13) out of a total of 14 

consonants, most of the participants in the two groups fully implemented consonants in sign language in only 

two attempts. However, six of the remaining variables (No. 1, No. 3, No. 4, No. 9, No. 10, No. 11) show 

differences between the two groups. Variables No.1, No. 3, No. 4, No. 10, and No. 11 are not significant, but in 

the system without the 3D virtual hand, the participants had to try repeatedly to make the sign language shape 
accurately. In No. 9, it can be seen that the experiment participants implement the sign language handshape 

faster and more accurately in the Korean sign language education system with 3D virtual hands. However, in the 

case of variable No. 14, it can be seen that there is no difference between the two groups. 

This result is believed to have occurred for the following reasons. First, in this study, learning contents were 

implemented by basic consonant learning rather than sentences connecting complex words. Therefore, it is 

understood that the presence or absence of a 3D virtual hand from the first-person view did not have a 

significant effect on the experimental results when an adult, like a college student, was learning. From the 

interviews carried out after the experiment was completed, many students said that the sign language was not 

difficult, and that they could fully follow the video in front of them. However, in the case of consonants No. 1, 

No. 3, No. 4, No. 9, No. 10, and No. 11, the wrist must be bent somewhat dramatically and the fingers must 

maintain an uncomfortable position in order to make the correct sign language shape. It seems that it would have 
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been easier to make a shape by matching the handshape to the 3D virtual hand rather than just watching the 

video. This result can also be seen from the fact that the IQR (Interquartile Range) of the Korean sign language 

education system without the 3D virtual hand is higher than that of the Korean sign language education system 

with the 3D virtual hand, as shown in Figure 7. Nevertheless, the reason the result is not significant is that 

creating a simple handshape at each learning stage is not such a complicated process. Thus, even without 3D 

virtual hand guidance, it was possible to quickly create the shape shown in the image after one or two attempts. 
As mentioned earlier, there was a significant difference in the case of variable No. 9, and even though the 

case of variable 10 is not significant, the IQR (Interquartile Range) of the Korean sign language education 

system without the 3D virtual hand is higher than that of the Korean sign language education system with the 

3D virtual hand, showing a difference. This result is believed to have taken place because the difficulty of 

implementing these handshape is higher than that of other consonants. Although the handshape of these two 

variables is similar to the shape of consonants No. 1 or No. 7, it seems that it would not have been easy to make 

the handshapes in the sense that several more fingers had to be extended. In the interview results, one 

participant, who succeeded in consonants No. 9 and No. 10 after a total of 5 attempts, said that it was not easy to 

make these shapes because of his lack of flexibility, and that he felt a cramp in his hand. However, he said that 

when learning through the Korean sign language education system with 3D virtual hand guidance, he made a 

shape by matching the shape of his hand to the 3D virtual hand, and it was easier than the learning method by 

simply watching the video. Thus he was able to succeed in making the shape faster. 
In the case of variable No. 14, most of the participants in the two groups correctly created the handshape on 

their first attempt, and only one person in each group made the handshape correctly on their second attempt. 

This result is considered to be because, in the case of consonant No. 14, not only is it easy for learners to make 

the shape, but also because the degree to which all the fingers must be bent is large and easily recognized by the 

hand tracking system. 

As a result of the overall analysis, the difficulty of the learning content was not high, so it was not possible 

to derive a meaningful result. However, when using the 'first-person view-based Korean sign language education 

system', it was found that some sign language handshapes which are not easy for experiment participants to 

make can be implemented faster and more accurately than traditional learning methods. Therefore, if this system 

is used, Korean sign language learners are expected to be able to learn more intuitively through the first-person 

perspective, and it is expected that the learning effect can be improved as they can immediately judge whether 
they are making the correct shape with their hands. In addition, since it is possible to evaluate the accuracy of 

the hand shape, it is expected that single-person learning, which was not easy in the existing sign language 

education, will be possible. 

 

4. Conclusions 

In this study, the 'first-person view-based Korean sign language education system’ which guides the sign 

language shape from the user's point of view with 3D virtual hands using VIVE Hand Tracking, was developed 

and its effectiveness verified. As a result of comparing it with a system that simply sees and learns images under 

the same conditions, when learning a sign language shape that is difficult to make, the 3D virtual hand of this 

system serves as guidance, helping learners to make an accurate shape more quickly. Therefore, if this system is 

developed and used for practical purposes, it is expected that learners can learn more intuitively through the 

first-person perspective and judge whether they are making an accurate shape with their hands.  Thus the 
learning effect can be improved.  In addition, since the accuracy of the handshape can be evaluated 

immediately, it is expected that single-person learning, which was not easy in the existing sign language 

education, will be possible. 

However, in all learning contents except for one, the learning effect was not significantly improved. The 

reason for this can be found in the difficulty of the learning content. In this study, learning contents were 

implemented with Korean consonants, the basis of language learning. However, since individual consonants are 

rather simple, it is judged that the presence or absence of a 3D virtual hand that serves as a guide when learners 

make handshapes is less affected. Therefore, in future research, we intend to conduct further experimental 

research by implementing interactive learning contents composed of sentences with complex structures in order  

to complement the effectiveness of hand tracking and 3D virtual hand for sign language. 
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