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Abstract: In the Agriculture sectors the pressure is increased immensely due to the rise in population. In this present year we 

mainly witness a move from conventional methods to the advanced technology with advent of the technology. Machine 
Learning and Text Processing have transformed the quality and the quantity of agriculture. The real time monitoring systems 
along with hybridization of species paved away for resource efficiency. Scientists and researchers across the globe are mainly 

shifting towards collaborative projects and ideologies to explore this field for saving society. The optimal solution has been 
provided by racing in the tech industry. This application will be portable, scalable and durable that provides help for initiating 
new areas in the agriculture field. So, this survey focuses on machine learning methodologies along with Text Processing 
systems in agriculture. This startup’s private and public sector which is around the world that provides smart and sustainable 
solutions are briefly discussed. Based on agriculture this scenario, limitations, applications, development and future parameters 
are also briefly explained. The greatest challenge for the future agriculture lies in making agriculture research and extension 

more demand driven and client oriented. In addition, laboratory analysis has been undertaken to assess the nitrogen status and 
the soil carbon of fresh paddy soils and the used paddy soils as well as saplings. During the first season of 2011 the data 
collected on pests, disease incidence and severity and yield are being compiled for analysis. Therefore, integrated research to 
develop a bottom up participatory technology extension approach using new technologies is suggested for sustainable 
development in agriculture. 
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1. Introduction  

Agriculture is one of the benchmark areas and milestone feelings of mankind. The word agriculture is 

found in the Latin language where ager is land and culture is cultivation [8]. According to the Food and 

Agricultural Organization of UN the humans depend on agriculture for their survival more than sixty percent and 

around twelve percent of the land is for the crop production. Presumed by the Food and Agricultural Organization, 

the whole native would make it eight billion by the year 2025 then ten billion by the end of 2050 [8]. To manage 

this growth in population an increase of seventy percent in crop production is estimated to achieve all over the 

globe by 2050. Agriculture has been ranked 2nd for emitting greenhouse, biomass, machinery and fossil based 

fertilizers and also it is the backbone of the economy for some of the nation [2]. Figure 1 shows the growth of the 

employment sector all over the world. 

 

Figure 1: Employment by sector with GDP Growth (2016-2021) 

Table 1. GDP Growth in BRICS & G7 

 

Countries 5 year Moving Average to 2016 

20 year Moving Average 

to 2016 

IMF Projected Annual Growth 

2016-2021 

  BRICS  
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Brazil -0.40% 2.30% 1.60% 

Russia 0.50% 3.30% 1.50% 

India 6.80% 6.90% 7.70% 

China 7.30% 9.20% 6.10% 

South Africa 1.60% 2.80% 1.80% 

  G7  

US 2.10% 2.30% 2.10% 

Japan 1.20% 0.70% 0.70% 

Germany 1.20% 1.40% 1.80% 

UK 2.10% 2.00% 1.40% 

Canada 1.80% 1.90% 1.90% 

In India fifty three percent of the nation’s natives are totally relying on agriculture for jobs and sixty two 

percent of the nation’s natives are dependent essentially on agriculture for their survival [25]. By Focusing on the 

size of the market, India is the 2nd largest in producing the fruit industry across the globe. Based on the statistics, 

the income of farming in India is to be expected to double by the year 2022 [40]. Due to the increase in the 

demand with the rise of population, results are unstable in the coming years. Some of the important factors that 

should be taken into consideration are global warming and climate conditions [7]. According to the contributions 

of Machine Learning and its related technologies in the development and advancement of agricultural fields, this 

research has been done by going through some of the articles [4]. 

2.  Technical Backgrounds 

 The main focus of this survey is how Machine Learning, Text Processing, Random Forest Algorithm and 

Flutter Framework are associated with this problem statement. In this section we have tried to bring overview 

and general purpose of Machine Learning, Text Processing, Random Forest Algorithm and Flutter Framework. 

2.1 Machine Learning 

 Inspired by the various technologies of machine learning for connecting the globe, machine learning has 

been used everywhere from automating secular tests to offer the industries in all the sectors, intelligent insights 

that try to benefit them [9]. Machine Learning is defined as an algorithm which allows the applications to be 

accurate in predicting the future without externally or internally coded [36]. Basic task of machine learning is to 

make as many algorithms which can get input and use some of the mathematical analysis for predicting the result 

[1]. Machine Learning can be further divided into three types of learning 1.Supervised Learning 2.Unsupervised 

Learning 3.Reinforcement Learning. In Supervised learning, the machine is fed with labeled data where each data 

is tagged with the correct label. This is further classified into Classification and Regression techniques [26]. In 

Unsupervised learning, the machine is fed this uncategorized data and the machine will not be trained prior. This 

is further classified into Clustering and Association [47]. In Reinforcement learning, the machine will not be fed 

with any data instead it will interact with the environment. It receives rewards if it performs correctly and 

punishment if it fails to perform. 

 The Uses of Machine Learning in agriculture are 1.To boost the yield of crops which will determine the 

weather condition to give the highest return. 2. Agriculture robots are now programmed by many companies to 

manage harvesting crops and also work faster than then human laborers 3. Monitor crops, farmers can also find 

effective steps to save their crops and protect them from the weeds with the help of present technologies. 4. The 

Retailers use present technologies to collect the data to create better crops and the pest control companies use 

them to identify various bacteria, bugs and diseases. 5. Pest control, the image recognition technology that 

identifies and treats various kinds of pests and vermin [16]. The various examples for important agricultural plants 

damaged by eating insect pests are highlighted in Table 2.  

Table 2:  agricultural crops damaged by eating insect pests. 

  

Crops Pests Insect Order 

Actual Production of crop 

in tons 

Crop damage by insect in 

tons(approx) 

Rice Nilaparvatalugens Hemiptera 96.7 32.2 

Cotton Helicoverpaarmigera Lepidoptera 44.03 18.9 

Sugar cane Scirpophaga novella Lepidoptera 348.2 87.1 



A Survey on Machine Learning and Text Processing for Pesticides and Fertilizer Prediction 

2297 

Wheat Sitobianavenae Hemiptera 78.6 4.1 

Ground nut Stomopterixnertaria Lepidoptera 9.5 1.7 

2.2 Random Forest Algorithm 

The Random Forest algorithm which comes under supervised learning technique is one of the popular 

algorithms of ML. The Random Forest algorithm is used for classification and regression. [36]. The Random 

Forest Algorithm is mainly based on the concept of combining multiple classifiers which can solve a complex 

problem that improvises the performance of the model. This algorithm is also known as Ensemble Learning in 

machine learning [14]. Ensemble classification methods are based on constructing a group of classifiers instead 

of a single classifier which then classifies into new data values by taking a result of the predictions calculated 

before. These are classified as bagging, boosting and random forest [12]. In Random Forest Algorithm, the 

classifiers are defined as the group of tree-like classifiers. This is an advanced type of the technique that was 

classified from supervised learning and named as bagging in which rather than dividing each value using the best 

division among all the values, random forest divides each value by using the best one among a subset of values 

which are randomly selected at that value. Then using random feature selection a tree is built [14]. This strategy 

makes random forest excel in accuracy which when compared to other algorithms like Convolutional Neural 

Network; K means clustering and deep learning. Recent works of IOT projects for Crop Protection are highlighted 

in Table 3. 

Table 3: Recent works on IOT on Crop Protection 

Reference of Proposed Works Dedicated task of a Crop protection Main Contributions 

Harshani P R, Umamaheswari 

T,.Tharani R, Rajalakshmi S, and. 

Dharani J[1] 

Effective crop production and nutrient 

level monitor 

● Develop tools that analyse the 

pH of sands. 

Patil S S and Thorat S A[4] Early detection of grapes diseases  ● Develop a system for 

identifying grape diseases. 

Bauer J and Aschenbruck N[6] Implementation of an agricultural 

monitoring system  

● The agricultural field is only 

apparently refractory to the 

digital technology and the 

“smart farm” model is 

increasingly widespread by 

exploiting the Internet of 

Things (IoT) paradigm 

applied to environmental and 

historical information through 

time-series 

Coomans D, Massart D L[27] Supervised pattern recognition using 

alternative voting rules 

● The performance criteria of 

probabilistic methods are 

discussed and the 

performance of the condensed 

nearest neighbour method is 

compared with that of other 

probabilistic pattern 

recognition methods. 

 

Various visual comparisons for the Random Forest algorithm for crop protection are highlighted in Figure 2. 
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Figure 2. Visual comparison of the random forest algorithm 

2.3 Text Processing 

Natural Language Processing is one of the machine learning areas where a computer can understand, analyze 

and process the machine language that potentially converts into human language. It is used in information 

extraction, text simplification and spam filters in real life. NLP uses a natural language toolkit which is an open 

source package in python which provides all tools for common NLP tasks. The first task in NLP is preprocessing 

the data that is cleaning up the text data where the attributes are highlighted. Under preprocessing data the first 

step is to remove punctuation and then the text is separated into tokens which give structure to the previously 

unstructured text. Then the common words will be removed. After the preprocessing steaming is done. In 

steaming the suffices like “S”, “ing” are removed by a simple approach. The next step is lemmatizing that derives 

the root form of the word the data is vectorized where the data is coded as integers.       

2.4 Flutter Framework  

Flutter is an open-source user interface framework and free of cost created by Google. It also allows us to 

create an android mobile app with only one code base where you can use only one programming language and 

only one code base to create any two different applications. There are two important parts in flutter which consists 

of a software development kit and a framework. SDK consists of tools that help in developing an application 

which also has different tools for compiling the code into object code. The Framework consists of a collection of 

reusable user interface elements where we can personalize our own needs. The Programming language which is 

used to develop applications with flutter is called Dart. Flutter has a set of customizable widgets to construct 

native interfaces in a few minutes. The Flutter is designed as an extensible, layered system. There will be no 

privileged access to any of the layers. The Flutter core is called a flutter engine which is commonly written in 

c++ programming and also supports the primitives that are necessary to support all applications created by using 

flutter. The Flutter core provides the base-level implementations of Flutter's whole Application Programming 

Interface, including  text layout, graphics,  file, network input/output, plugin architecture, accessibility support, a 

dart RT and compiles tool chain. The Interaction is done by developers through the flutter framework with flutter 

that provides a modern, reactive framework which is coded in dart programming language. The Architecture of 

Flutter are highlighted in Figure 3. 
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Figure 3. : Flutter framework architecture 

In this rendering layer it gives an abstraction which deals with all layouts in this layer that allows us to build 

a tree of render-able objects. We may also manipulate those objects automatically. The Composition abstraction 

is provided by the widgets layer. In the rendering layer each rendering object has a corresponding class inside the 

widgets layer. And also the widgets layer allows us to explain to us about the combination of classes that we can 

use again. 

3. Case Study 

As we applied a random forest algorithm like a binary tree after the training based on machine learning 

technique to predict the yields of four crops such as wheat, maize, tomato and potato. To train random forest sub-

trees, many classification and regression sub-trees are built with the random subset of predictors without cutting 

them and the forest is averaged. The Source Data for training the model are bootstrapped to generate a random 

large number of trees. Evaluation of predictor variables is done by how often they make successful predictions 

or how much they decrease node impurity when they are selected for the splits [30]. 

4. Future Challenges 

The Major Challenges that can be encountered in future include population growth, climatic changes, 

urbanization, increasing completion of natural resources, herbicide resistance, emerging pests and diseases, 

changing food habits, food losses and wastage. In tropical regions, the challenge is to adapt to the modes of 

production to the climatic variance by trying to reduce the risks and vulnerability of the production systems and 

also it is necessary to minimize the pessimistic impacts of agriculture in the environment otherwise there is a 

chance of increasing the probability of having adverse events. The Minimum Losses from the adverse events can 

be obtained only by developing the risk indicators which allows anticipations of the impact of threats that must 

be accompanied by an efficient communication mechanism with a significant scope. So, the internal planning of 

the production units must be robust in order to implement the conservative techniques, diverse production 

activities and technical adoption, but for this there should be agricultural services institutions. Since the tropical 

environment is favorable for continual issues with pests, weeds and diseases. To avoid the calamities from these 

issues, the crop food animal system needs to be aligned with utilizing biodiverse systems. 

With advancements in machine learning and other techniques and methods, building new applications is 

conceptualized. But the challenge in the technical field is itself that the product of the institution's innovation as 

one of the rising demands for environmental absorption of residuals is derived from the growth that is commodity 

production and the consumption. Some of the important concepts and the innovative research ideas are catalogued 

below: 

1. There is a need in developing multidimensional ideas and methods based on conditions like science, 

industry, expertise and experience.   

2. The Introduction of systems that can withstand various types of soils and environmental conditions. As the 

agricultural lands are harsh and keep on changing either based on the climatic conditions or seasons prevailing.  

3. The Development of essential systems that are robust and sustainable to the changes in the external as well 

as internal factors. 

4. The Development of various sensor based systems that are proved to be efficient for highly elevated areas 

that can mostly have oscillating surfaces and also in most countries it is still a dream to supply power to such 

areas.  

5. The Consumption of past and present data for developing the conclusion taking in support systems for 

agriculture. However generally the designing of past farming architecture, the important data is only taken into 

count. 

Recent works on Random Forest and CNN algorithms for Crop Protection are highlighted in Table 4. 

Table 4: Recent works on Random Forest Algorithm algorithm.  

Reference of Proposed Works Dedicated task of a Crop protection Main Contributions 

Zhang S Ji C, Xu A, Shi Y, and Duan Y 

[5] 

3D convolutional neural networks for 

crop classification 

●  An effective method achieve 

high accuracy in land cover 

classification. 

Chouhan S S, Singh U P, and Jain S[9] Applications of computer vision in plant 

pathology 

● To develop an appropriate and 

espousing a suitable system 

for an early and cost-effective 

solution for analysing the 

prediction. 

Charania I and Li X[11] Agriculture’s shift from a labor intensive 

to technology native industry ● Significant contributions used 

to address the challenge that 

agriculture faces, through AI 
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and robotic techniques. 

Puthumalar S,.Ramanujam E, 

HariniRajashree R, Kavya C[51] 

Crop recommendation system  ● The proposal aims to achieve 

higher accuracy and 

performance for Crop 

Protection. 

5. Conclusion  

By summarizing, the organic agricultural practices are a promising method that will hopefully be expanded 

in the near future. The benefits of buying, eating and producing organically well outweighs the negatives. Even 

though the cost may be a factor in deciding to buy organic, the health of the soil is more important. In an 

environmentally conscious world, people need to be more informed about how their food is produced and what 

effects that is having on the earth and on the future.  
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