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Abstract: Question-answer systems are referred to as advanced systems that can be used to provide answers to the 

questions which are asked by the user.  The typical problem in natural language processing is automatic question-

answering. The question-answering is aiming at designing systems that can automatically answer a question, in the 

same way as a human can find answers to questions. Community question answering (CQA) services are becoming 

popular over the past few years. It allows the members of the community to post as well as answer the questions. It 

helps users to get information from a comprehensive set of questions that are well answered. In the proposed system, 

a deep learning-based model is used for the automatic answering of the user’s questions. First, the questions from 

the dataset are embedded. The deep neural network is trained to find the similarity between questions. The best 

answer for each question is found as the one with the highest similarity score. The purpose of the proposed system is 

to design a model that helps to get the answer of a question automatically. The proposed system uses a hierarchical 

clustering algorithm for clustering the questions. 
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1.  Introduction  

 

In the area of natural language processing, one of the important challenge is to find if the two sentences convey 

the same meaning. The question similarity technique can be used for question answering (QA) system [1]. When a 

user asks a question, the QA system looks for possible similar questions in the available questions. After that, the 

system identifies   the most similar questions using a deep learning algorithm. Answers of the questions which are 

identified in the previous steps are the correct answer of the asked question. In the question-answer system the 

important task is to determine the similarity between the questions pair. Answer selection is the task of giving an 

answer to the existing question which is most similar to the user’s question. Recently, the use of machine learning 

algorithms has increased because these algorithms are capable to solve many difficult tasks in different areas like 

science and engineering. Deep learning is part of machine learning. Deep learning algorithms can be very efficient 

in automation of complex tasks. Deep learning methods produce a good performance which is not relying on any 

feature engineering or expensive external resources. The proposed system provides a new approach in finding 

similar questions that are available in the dataset relevant to input question. The system is designed with Bi-LSTM 

and LSTM neural networks and the performance of both the algorithms are compared.  

 

2. Literature Survey 

 

Ziye Zhu (2018) proposes a QA system to select the best answer among the multiple candidates of a question. 

The authors calculated the similarity using UB-CQA and text classification techniques. The authors uses the 

information of the user attribute from the response provider. By using this information the system extracts the best 

answer for a question. 

 

In community-based question-answer system, the user who asks the question has to wait to get the answer and 

the users who is capable of giving answer to a question has to look for similar question if anyone has asked. Xiang 

Cheng [5] designs a system that route the questions to the acceptable answers. 

 

M. Breja(2017) designs a QA system that can work in a similar way as the social networking sites. This system 

provides a platform where the users of the same interest can interact with each other. 

 

G. Zhou (2016) proposes a system which uses a statistical technique to enhance question retrieval as well as 
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question representation with the translated words from other languages. It uses matrix factorization for this process. 

 

In community question answering systems the answers posted by a user is influenced with the answers which has 

already been posted by other users for the same question. With time the quality of the answer improves and this 

process is known as temporal interaction. Causal influence is if the question and answer are appropriate to each 

other. Fei Wu [2] use both these techniques and LSTM algorithm to find   the best answer to the question. 

 

Viriyadamrongkij (2017) proposes a system that finds the difficult questions and distinguishes it from easy ones. 

   Hierarchical technique is used to measure the difficulty level of a question. 

J. Liu (2017) proposes a model to distinguish the quality of a question and provide answer using mutual 

reinforcement. Certain factors which affect the quality of a question are taken into consideration like category, asker, 

and answer related features to determine the quality. 

J. Wang (2016) proposes an online system which can assist   the normal medical system to give a relevant answer 

to the user. The dataset is customized using information obtained from online medical QA sites. The results show 

improved performance in answer recommendation. 

 

B. Ojokoh (2016) proposes a system where the extraction of quality questions and their classification is done on 

various academic blogs and websites. The Naive Bayes classification is used in the system. 

 

K.P.Moholkar (2019) proposes a system to identify the relevant answers for a question. Convolutional Neural 

Network (CNN) is used to extract the features. LSTM algorithm is used to identify the long term dependencies and 

the context of questions. 

 

3. Proposed System   

 

Relevant dataset of questions from quora is used and the answers are extracted from the internet. In this way, the 

customized dataset is prepared. The questions are clustered into multiple groups using hierarchical clustering. In 

general, the merges and splits are determined in a greedy manner in this type of clustering. Bidirectional LSTM is 

used to retain the context of the questions. The output of BiLSTM is given to a fully connected layer to classify 

similar types of questions. When a user asks a question, the system identifies the domains, and the system matches 

the input question with the available questions in the identified domains and calculates the similarity. The system 

identifies the relevant questions based on the highest matching percentage and provides answers to relevant 

questions as an output. 

 

The dataset is clustered using hierarchical clustering. The training set is embedded in the system. The 

bidirectional LSTM is used to retain the context of the question. The output of LSTM is given to the dense layer for 

the classification of similar types of questions. Figure 1 shows the training phase of the system. The testing phase of 

the system is shown in figure 2. The trained model is loaded in the system. The user question is the input to the 

cluster identification block. After identification of the cluster, the model predicts the similarity with the existing 

questions in the identified domains. The answer is fetched and provided as an output to the user. 
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                                                              Figure 1. Training the system 

                                                               

 
Figure 2. Testing the system 

 

4. Algorithm 

 

RNN (recurrent neural network) start reading any document from left and move towards right and after 

processing each word it updates the state. Problem with traditional RNN is that it losses information about initial 

words when it reaches to the end of the document. So to retain the state of each words LSTM algorithm can be 

useful. To have a better result stop words (a, the etc.) should not be considered for training the model, so that the 

model should not keep any information related to stop words. Selectively read the information added by previous 

sentiments bearing words (awesome, amazing etc.) and store new information from the current word in the state. 

This can be achieved using LSTM (Long short term memory) neural networks or Bi-LSTM (for better accuracy).  

LSTM are type of RNN but it has a capability to store long term information as well. The Bi-LSTM are similar to 

LSTM but the output in case of Bi-LSTM is connected to the previous state as well as next state. So references of 

past and future is used in Bi-LSTM neural network and it is more accurate compared to LSTM. The fig 3 shows the 

basic structure of BiLSTM network. 
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Figure 3.  BiLSTM 

 

 

The LSTM has three gates: 

 

A. Forget gate layer: 

 

This applied to the input at the current time step t and the hidden state at the previous step, i.e. z(t) = [xt, ht−1]. 

Since the output is a number between 0 and 1 for each element, it controls the amount of information to be retained 

from the previous time t-1 

z(t) = (ht−1, xt) (1) 

f (t) = σ(Wf zt) (2) 

B. Input gate layer: 

 

It is similar to the forget gate, controls which elements of the state vector C have to be updated 

 

I(t) = σ(Wf zt) (3) 

With these functions, the state C is updated according to   the following formula: 

Ct = ft ∗ Ct−1  + It ∗ C̃t (5) 

 

In other words, the state at the time t depends on the state at the previous time t-1, and by the “important” 

information that is presented at the time t. 

 

C. Output gate layer: 

 

Finally, the hidden state at the time t is computed, and output is provided if t is also the final time step (i.e. the 

last element of the input vector) 

Ot = σ(WOzt) (6) 

ht = Ot ∗ tanh(Ct) (7) 

3.  Result and Discussion 

 

In the proposed system the quora question pair dataset is used for training. Relevant questions are selected based 

on   the matching percentage from the selected domain’s questions. In the pre processing phase the questions are 

lowercased as well as tokenized to reduce the size. The maximum length of the question is taken as the maximum 

input size. The word embedding matrix have glove size of 200. Batch size of 100   is used. The learning rate of 1.25 
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is used. Hidden layers used in this model is 50. Comparison between LSTM and BiLSTM results are shown in 

below table. BiLSTM gives more accurate results as compared to the LSTM. 

 

Table 1. Results 

Modeling Algorithm LSTM BILSTM 

Accuracy(approx.) 0.80 0.82 

 

4. Conclusion  

 

The system provides satisfactory results in finding the similarity of questions.  In this paper, relevant questions of 

a user’s question are obtained using deep LSTM and BiLSTM neural networks, and relevant answers can be fetched 

and provided as output. Experimental results show that Bi LSTM gives more accuracy as compared to LSTM for 

finding questions. 

 

 
Figure 4. Accuracy for LSTM 
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Figure 5. Accuracy for BiLSTM 

 

 
 

Figure 6. Loss for Bi LSTM  
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