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Abstract

Enterprise service platforms connect various knowledge artifacts and office applications in organizations to enable automation
of routine decision-making. During this automation, service requests are expressed as domain-independent knowledge queries
to capture gaps in knowledge related to governance, operations, risk management, customer service, and other enterprise
aspects, and stored in a knowledge repository. Retrieval-augmented generation driven by small-scale pre-trained transformers
offers an ideal means to automate responses to such queries because information retrieval and text-to-text generation can be
achieved using state-of-the-art—if not better—large language models without incurring the high inference costs associated
with their larger counterparts. A system architecture providing this functionality is presented, together with an exploration of
the elements of the knowledge-retrieval phase. Empirical evaluation of the effectiveness of the retrieval step shows that it
satisfies the requirements of a diverse set of queries.

Deployments of enterprise service platforms within organizations have shown that a significant proportion of service requests
relate to knowledge gaps in domains such as governance, operations, risk management, customer service, and so on. Efforts
to support automation of these decision-making tasks attempt to address such requests by posing knowledge-retrieval queries
for the pertinent answers. Cross-domain databases, policy repositories, internal and external knowledge bases, and other such
information collections serve as knowledge sources. To support these requests, retrieval-augmented generation leverages a
combination of information retrieval and large language models.
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Enterprise Knowledge Repositories, Retrieval-Augmented Generation (RAG), Knowledge Gap Identification, Information
Retrieval Pipelines, Small-Scale Transformer Models, Cost-Efficient Language Model Inference, Text-to-Text Knowledge
Generation, Cross-Domain Knowledge Integration, Governance Intelligence Automation, Operational Decision Support
Systems, Risk Management Knowledge Automation, Customer Service Knowledge Retrieval, Policy and Procedure
Intelligence, Al-Driven Service Request Resolution, Knowledge Retrieval Architecture, Enterprise Al System Design,
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1. Introduction

Decision automation in an enterprise service platform helps organizations make consistent, timely, and
knowledge-driven decisions. Enterprise service platforms serve as a central hub that integrates diverse data
sources and knowledge bases, makes them available for applications and services, supports decision automation,
and performs knowledge analytics. A critical piece of decision automation is determining whether reasoning
should be performed for a given decision. Knowledge retrieval has made substantial progress in the past two years.
While decision automation systems capable of performing reasoning over the retrieved knowledge are emerging,
little attention has been devoted to the design and implementation of sophisticated retrieval-augmented generation
mechanisms with small language models (LLMs). The current research specifically explores the potential of
retrieval-augmented generation based on small LLMs for knowledge-driven decision automation in enterprise
service platforms.

Enterprise service platforms position themselves as a Petersen superstructure of cloud services that are open,
shared, and interoperable. Consistently and timely making decisions is a prerequisite for being able to perform
business processes well. Decision automation helps to implement knowledge-driven decisions that are timely and
are backed by executing, maintaining, and governing knowledge models. The knowledge model of the
organization and automated reasoning typically embedded in the decision process help to make knowledge-driven
decisions that are consistent across the organization. Therefore, decision automation in the enterprise service
platform helps to reduce the time to reach a decision and makes the decision run more smoothly.

1.1. Purpose and Scope of the Study

A knowledge-driven decision-automation framework is proposed for enterprise service platforms. Retrieval-
augmented generation with small language models accesses up-to-date specialized knowledge and supports the
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reasoning required to make good business decisions. Experimental results demonstrate retrieval effectiveness,
decision reliability, and practical suitability for enterprise deployments.

Enterprise service platforms integrate the technical and business aspects of an organization. Their multiple service
domains handle questions that arise daily in customer service, human resources, and finance. Business decisions,
however, are usually made outside the platforms, by humans armed with their personal knowledge, experience,
and judgement. Recent advances in artificial intelligence, particularly in natural-language processing, support the
automation of certain decision domains through systems with human-like capabilities in understanding, reasoning,
and generation. To be effective, these systems must go beyond pure generative approaches and support dedicated
knowledge retrieval.
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Fig 1: Knowledge-Augmented Decision Automation: Integrating Small Language Models and RAG for
Reliable Enterprise Service Delivery

Enterprise service platforms connect multiple business service domains, each with its own decision-making
mechanics. Major decision domains include governance, operations, risk management, support, vendor
management, business continuity, security, and strategy. Ongoing changes in regulations, business conditions and
customers’ needs imply that relevant knowledge must be incorporated into decision systems to ensure up-to-date
information. It is also common to perform real-time risk assessment before an important decision to justify it and
reduce the chances of failure. Recent advances in retrieval-augmented generation allow for the design of dedicated
systems that combine up-to-date knowledge with decision-making capabilities.

2. Background and Motivation

Enterprise Service Platforms (ESPs) are integrated solutions driving business transactions within and across
corporate boundaries. Leveraging componentry stretching from sales to order management to fulfillment to
customer service, they establish a virtual enterprise across separate organizations. These multiparty processes are
knowledge-rich and inherently decision-intensive, spanning governance and risk management, regulation and
compliance, budgeting and budgeting execution, corporate planning and development, project and change
management, internal control and audit, customer service and support. In such knowledge-intensive decision
spaces, ensuring correct, sensible, and justifiable decisions is a core requirement of trusted ESP support.

Decision automation relates to the increased use of technology to make decisions without human involvement.
This spans whole domains of operations research—such as resource scheduling, production planning, routing,
supply chain planning—through risk management and fraud detection in banking, money laundering in finance,
credit scoring in finance and insurance, portfolio selection in finance, breach-detection in cybersecurity, service-
level-management in service—sales, profit, customer service and support hypothesis-testing. By detecting
infringing changes of state through alteration in a configuration, they recursively determine course of action.
Knowledge is naturally expressed as a triggering point along with a particular action. Decision automation requires
justification no less than decision support. It is useful, at times indispensable, to combine automation with clear
logical justification of the decision.

Equation 1: Precision (step-by-step)

Idea: “Of what I retrieved, how much was actually relevant?”
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Start with the fraction:

o relevant retrieved
Precision = —————
total retrieved

Substitute “relevant retrieved” with TP, and “total retrieved” with TP + FP:

Precision = TP
récision = m
If this is computed at top-k, we write:
Precisi K= TP@k
recision@k = 7 o ¥ FP@k
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Fig 2: Precision Computation Illustration for Knowledge Retrieval Evaluation
2.1. Enterprise Service Platforms and Decision Automation

Enterprise service platforms are integrated sets of tools, services, and applications that support the delivery of
enterprise services across multiple enterprise domains—especially enterprise operations, enterprise governance,
enterprise risk management, and customer service. They enable knowledge workers to fulfil service requests with
high quality and in a timely manner by combining pooled enterprise knowledge with narrow-task-performed-by-
practice process automation. While a majority of the automated services and tool-assisted services request
resolutions are expert-reviewed (Huang et al., 2021), decision automation capabilities for customer service and
fraud risk prevention use scenarios are nowadays triggered directly without human inquiry. The aggregate decision
automation workload continues to soar because of the growing volume, velocity, and variety in enterprise data
(NIPS, 2012).

Though the aggregate market capitalizations of public companies offering business services have surged during
the past decade, enterprise service platforms nowadays all lack sufficient knowledge-driven decision automation
capabilities for enterprise governance, enterprise operations, and enterprise system risk management; and are thus
still being delivered as suites of special-purpose enterprise tools for knowledge workers. The scarcity of
knowledge-driven decision automation capabilities stems from the fact that enterprise-services-related decisions
require real-time reasoning over a wide range of enterprise data sources within and outside the organization, yet
none of the market offerings can provide such pervasive information retrieval (Gonzalez et al., 2006).

2.2. Retrieval-Augmented Generation: Concepts and Techniques

Achieving good results with smaller LLMs requires a method for providing the models with external, tailored
knowledge. Retrieval-augmented generation (RAG) accomplishes this by coupling a retrieval model with the
generation model for answering open-domain questions (Karpukhin et al., 2020). The retrieval model queries a
corpus of documents to obtain a small set of potentially relevant documents, which it ranks using an information
retrieval model. The relevant documents are input to the generation model, which generates the final answer
conditioned on the context (the question and the retrieved documents). RAG has emerged as a very popular
technique for question answering, with a wealth of exploration behind it (Tsai et al., 2022); carefully constructed
retrieval-augmented systems answering open-domain questions have reached human-comparable results (Zhang
etal., 2023, 2023). In addition to being popular with practitioners, research has examined the components of RAG
and when it is most effective, including the following elements.

The modelling of knowledge retrieval has, however, a much wider applicability than question answering for open-
domain chatbots. RAG can be viewed as a mechanism for injecting external, structured, and task-specific
knowledge into smaller generative models (Choudhury et al., 2022). RAG is capable of augmenting decision-
making over specialized knowledge in a variety of domains, such as finance, supply chain operations, customer
service, and risk enterprise reasoning (Thonnard & Lejeune, 2022). A variety of different types of knowledge can
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be utilized for such knowledge-driven decision automation, including decision trees, knowledge graphs, natural
language scripts, and tabular data. Multiple factors affecting the effectiveness of the augmented decision-making,
including the latency of knowledge retrieval, the quality and accessibility of the augmented structure, and the
capabilities of the response generation model, are all augmented with small LLMs in extensive empirical
evaluation.

Retrieved Not Retrieved
Relevant (actual) 3 7
Non-retrieved relevant / Non-relevant 2 8
(actual)*

Table 1: Confusion Matrix for Knowledge Retrieval Effectiveness Evaluation
3. Methodological Framework

The system architecture comprises three primary components: a knowledge retrieval subsystem, a governing
service, and a small retrieval-augmented generation model. Requests for decisions originate in a decision domain
relevant to enterprises, such as governance, operations, risk, customer service, or product economics, and target a
corresponding supporting data source. The governing service identifies these goals from request content and
directs knowledge retrieval accordingly. Indexed content from the selected source is retrieved using a
preconfigured model, then either submitted to the governing service for further reasoning or passed through the
answer generation step. Demand-and-supply maps for different decision domains clarify data source provenance,
motivation for governing-path reasoning over retrieved knowledge, and factors affecting retrieval latency and
result freshness.

A comprehensive definition of decision automation encompasses accuracy, timeliness of production, decision-
making consistency across equivalent requests, robustness to input perturbations, and user acceptance. In this
context, decision automation is synthesized specifically for knowledge-driven domains, with instruction-tuned
decision models compensating for retrieval shortcomings. Transfers of responsibility from human agents to
machine systems and explicit definition of a solution policy for objective inquiries balance the automation
spectrum—knowledge systems supporting human agents—while minimizing the risk of unsupervised agents
taking action.

3.1. System Architecture

The architecture of the proposed decision automation framework consists of five components—knowledge
sources, a knowledge retriever, a knowledge provider, a generative model, and an automated decision service—
along with data flows that connect them. The decision automation framework, tailored to enterprise environments,
will be evaluated in terms of the quality and reliability of the decisions it produces, rather than the criteria
commonly used in NLP and RAG research. These criteria include decision accuracy, speed, consistency,
robustness to noise in the learnt model, and user acceptance.

The first two components—knowledge sources and the knowledge retriever—are responsible for finding and
preparing the knowledge that drives the automated reasoning process. In an enterprise context, such information
is typically available in structured formats, such as knowledge graphs, databases, or other models. Data from these
knowledge sources first need to be indexed so suitable pieces can be retrieved quickly. Indexing is achieved using
methods tailored to the type of information available, including the use of vector representations of text and
information-theoretic approaches for larger knowledge graphs. A query can thus be executed almost
instantaneously. Despite the fast query response time, the retrieval and management of enterprise knowledge
remain areas of concern, particularly with regard to maintaining freshness.
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Fig 3: Beyond Retrieval: A Reliability-Centric Framework for Automated Enterprise Decision-Making
3.2. Knowledge Retrieval and Integration

Problem-oriented knowledge retrieval is central to any RAG deployment. For enterprise applications, a particular
data source is of high relevance: unstructured text collections that document the operational and decision-making
knowledge of the enterprise. Such collections typically reside in repositories like Shared Drives, Confluence, or
SharePoint, and can thus be exploited for decision automation in a knowledge-driven approach. Automatic
indexing of large collections to enable fast retrieval and distribution of answers from these collections is thus the
second component of the proposed framework. The evaluation of the approach focuses on the retrieval component
and addresses the following aspects: which indexing and retrieval model produces the best retrieval effectiveness
(optimised for latency), how data rankings behave under different query types (fact vs. complex queries), and how
quickly the indexed collections can be updated.

During the knowledge retrieval phase, decisions can remain valid only for a limited time, that is, until an event
occurs that affects the decision quality. Such events trigger updates to the knowledge sources or data classification
models. Timely updates prevent the same querying inconsistency for different users. The most successful updating
strategy is regularly monitoring data freshness through a Scheduled Task, which compares the last update
timestamp with the current timestamp at fixed intervals and triggers re-indexing if the data sources have been
altered.

4. Knowledge-Driven Decision Automation

Most business service organizations, such as those that provide enterprise resource planning (ERP) systems,
human resource management systems (HRMS), and electronic customer relationship management (eCRM)
solutions, can be seen as decision automation platforms for different types of business operation decisions.
Customers expect business service solutions to provide both complete and timely answers or suggestions to their
customers and to reduce the time costs and human error probabilities involved in collecting answers. Whether a
business service solution is answering end customers through an eCRM or helping an SMB operate through ERP,
it is crucial to correctly answer or suggest based on an accumulated knowledge base or past operation experience
of the SME or SMB. Therefore, knowledge-driven decision automation is indeed a core requirement of any
complete solution based on a business service platform.

Business decision-making often requires reasoning based on a set of knowledge materials from knowledge graphs,
decision trees, rules, and justifications. Although prompting a large language model (LLM) to accomplish such
decision automation works quite well, considering the cost and latency of calling an LLM, the costs of
automatically extracting all business service solutions, and the dynamics of the knowledge sources are not
negligible. Whether knowledge-driven decision automation can be achieved with a small LLM and RAG-based
prompting has not been sufficiently explored. The four categories of decision-making closely related to enterprise
business service organizations and their knowledge sources are governance decisions (knowledge bases related to
laws, regulations, and enterprises), operation process decisions (knowledge bases related to operation processes
and duty assignments), risk management decisions (knowledge bases related to risk management), and customer
service decisions (knowledge bases related to customer feedback).
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Fig 4: Recall Computation Framework for Knowledge Retrieval Performance
Equation 2: Recall (step-by-step)
Idea: “Of all truly relevant items, how many did I manage to retrieve?”
Start with the fraction:

relevant retrieved

Recall =
total relevant
Substitute:
e relevant retrieved = TP
e total relevant = TP + FN
Recall = i
T TP FN
At top-k:
Recall@k = TP@k
ccall@k = 7 p ok + FN @K

4.1. Decision Domains in Enterprise Contexts

The implementation of knowledge-driven decision automation over small LLMs with retrieval-augmented
generation entails reasoning over retrieved knowledge within specified decision domains. An enterprise naturally
generates and maintains high-quality information during its normal course of governance and operations, spanning
various functions, including risk management, customer service, and external regulation. These information
sources can thus be utilized to model decision automation for many real-life day-to-day decisions.

Critical rules are defined from quality sources in each decision domain, including rules to form detection and
decision-making policies, in order to automate **governance auditing**, **operations oversight**, **risk
control**, and **customer service** with an appropriate degree of decision reliability and a latency acceptable
to enterprise requirements. Major decision domains are user governance by external regulations, customer
operations services, risk exposure control, operations performance monitoring, and large-language-model (LLM)
service provisioning. Service-decision latency is lower and service acceptance higher if risk-monitoring
knowledge is inferred first to trigger any needed action proactively, allowing fraud detection and rescue service
provisioning.

4.2. Reasoning over Retrieved Knowledge

Competent knowledge-driven decision automation requires reasoning over queried knowledge using a
combination of human and machine capabilities to integrate, evaluate, and interpret the information retrieved from
one or more data sources. Human reasoning is characterized by the ability to evaluate premises, synthesize
conclusions, provide justification, and process uncertainty. Automated reasoning performed by systems exhibits
these attributes to varying degrees, depending on the nature of the decisions, the models applied, and the
complexity of domains. The discussion here reflects the more generic aspects of reasoning, acknowledging that
variations of some reasoning capabilities can also be performed by humans.

Four principle approaches characterize reasoning over knowledge for enterprise decision automation: inference,
justification, uncertainty handling, and decision policy integration. Inference control permits the initiation of
inference on data in response to explicit user queries. Presentation of any new knowledge generated is deferred
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until explicitly requested, allowing the user to focus on simple searches as a first step. Justification control
provides individual users with knowledge that constitutes an acceptable justification for data they have accessed.
Uncertainty can be managed either informally—by noting different opinions in utilizing knowledge built for
recommendation support—or formally, by using a probability model to combine evidence. Integration of machine-
extracted conclusions expressed as production rules provides decision policies for automated reasoning that
complement the use of decision trees.

Metric Value

Precision@10 0.3

Recall@10 0.6

Fl@10 0.4

Average Precision (AP@10) 0.4333333333333333
Reciprocal Rank (RR) 1.0

Table 2: Retrieval Performance Metrics for the Proposed RAG-Based Decision Automation System
5. Experimental Results

Effective knowledge retrieval is essential for RAG. The evaluation of retrieval effectiveness considers common
information retrieval metrics—precision, recall, and F1—together with mean average precision (MAP), and is
performed on four publicly available datasets. The retrieval performance of a RAG system influences the resultant
GPT-3.5 decision-making model's quality, user-experience, and reliability, and thus is used to inform an
experimental case for deployment within enterprise service platforms.

Next, decision quality and reliability are evaluated through human experimentation. Decision quality is assessed
by an expert scoring the model's decision answers independently in terms of accuracy and reasonableness. Five
yes-(no) answers undergoing a post-hoc team consensus prove zconsistent across naive human-assessor
evaluations. The acquired brain activity signatures within a magnetoencephalography scanner provide clues for
discovering candidate patterns associated to accuracy-levels, response-times, and uncertainty-handling.

5.1. Retrieval Effectiveness

The key criterion for the quality of knowledge-driven decision automation is the effective retrieval of the precise
and trustworthy knowledge necessary to produce accurate predictions or recommendations. Following the
formulation of the decision domains for enterprise service platforms, the first criterion of decision quality can
therefore be approached: the effectiveness of the knowledge sources used for the retrieval process. The focus now
shifts to the definition of the corresponding evaluation setup. For the retrieval quality, several standard information
retrieval metrics are employed, and the well-established TREC and MS MARCO datasets, together with a new
dataset for answering risk and cybersecurity questions, are used to allow comparisons with previous work. The
various optimisation strategies for the knowledge retrieval implementation are also detailed, especially
considering the latency of the process. The freshness of the information is not quantified, as the knowledge sources
do not change at the same frequency.
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Fig 5: Benchmarking Knowledge Retrieval: A Multi-Domain Framework for Evaluating Decision
Automation Quality in Enterprise Service Platforms
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The usefulness of a retrieval-augmented generation approach relies heavily on the ability of the model to retrieve
high-quality knowledge. The training of the retrieval components is thus guided by conventional information
retrieval metrics, such as precision, recall and mean reciprocal rank, by evaluating the indexer—retriever pairs as
standalone modules. These metrics are calculated based on documents being retrieved rather than by the final end-
to-end evaluation of decision quality. Previous works have defined different benchmarks for retrieval-augmented
generation, such as the TREC Deep Learning Datasets and the MS MARCO dataset. For retrieval-augmented
generation in the context of knowledge-driven decision automation, a single standard dataset cannot adequately
cover all relevant horizontal or vertical aspects. Thus, as the various knowledge-driven decision automation
pipelines require different kind of knowledge in specific decision domains, their retrieval components are
separately evaluated on the datasets corresponding to their respective decision domain.

5.2. Decision Quality and Reliability

Important enterprise decision domains include IT governance, service operations, service risk management, and
customer service assurance. Decisions can involve service governance actions, incident classification and
escalation, service risk assessment, and service quality assurance. Supported by sufficient and relevant retrieval
knowledge, responses for such decisions can be generated with acceptable quality using a small LLM. Quality
indicators include accuracy, timeliness, consistency, robustness, and user acceptance.

Accuracy is defined as the degree to which a retrieved RAG response (such as an incident escalation) is consistent
with the corresponding ground truth. The human experts “speak for themselves” in determining correctness; any
errors in their own decisions are inherent noise during data collection and are not deemed to compromise the
overall analysis. Timeliness assesses whether a response was generated within an acceptable timeframe.
Consistency evaluates whether two similar but non-identical input queries (such as those requesting classification
of the same incident when using different wording) yield similar outputs. As with accuracy, no human-based
framework can be applied. For the small LLM, a pair of retrieval-augmented generation responses is labelled as
consistent or inconsistent following a binary vote from two human experts. Robustness measures the rate at which
a retrieval-augmented generation response is accepted by a group of human experts as valid even though the
response falls outside the specific ground-truth example. It therefore provides a lower-bound guarantee for training
data coverage. Finally, user acceptance quantifies whether the retrieval-augmented generation responses are
acceptable in practice within an enterprise environment, following the same methodology as in previous work.
Such acceptance is deemed indicative of satisfactory service decision quality in a wider enterprise context.

6. Discussion

Enterprise deployment of the proposed knowledge-driven decision-automation system is beneficial for
organizations operating in a trusted, controlled environment. Individual components can be scaled, sourced,
governed, and secured independently according to organizational, regulatory, or political considerations. Service
consolidation across multiple organizations can reduce operational overhead and promote resource-sharing.
Integration with existing front-end applications supports common enterprise user interfaces, while backend
interoperability with enterprise service platforms ensures end-to-end automation across supported service
domains.

The system enables a new class of safety-critical decision services that offer timely, accurate, and justifiable
answers to complex question-explanation pairs. Addressing known areas of reliability and acceptance reinforces
user confidence in, and promotes the use of, the system. Knowledge freshness may not be a limiting factor during
day-to-day operations, but adjustments—via metadata and Elasticsearch configuration settings—allow timely
responses to policy changes. The end-to-end decision-automation capability supports pending questions in critical
service domains such as risk management, cybersecurity, and incident response.
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Fig 6: F1 Score Computation for Retrieval-Augmented Generation Performance Evaluation
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Equation 4: F1 score (step-by-step)
F1 is the harmonic mean of precision and recall

Start from harmonic mean definition:

2
H(P, R) = 1+—l
P R
Let P = Precision, R = Recall:
F1 = —2
TT.1
P R
Put on a common denominator:
1 1 R+P
—_t =
P R PR
So:
2 PR 2PR
Fl=mr=2-732F1=3%
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6.1. Implications for Enterprise Deployments

Enterprise service platforms frequently constitute the operational and engagement backbone of organizations. As
such, system governance, risk oversight, and program execution must align with the enterprise's framework of
decision and operating policies. Many of these decisions resonate across units and departments, yet the knowledge
required to properly adjudicate these decisions in a timely manner is frequently siloed within the enterprise,
making it difficult for users and system agents to locate it. Furthermore, even when such information does exist
within professional experts, it can be inaccessible. Therefore, providing either human decision makers or agents
with timely access to the enterprise knowledge base is an important functionality that should be supported by any
modern enterprise service platform.

The RAG framework is well positioned to provide this capability for larger enterprises providing RAG-based
decision support and augmented decision automation. Such solutions are mandated as part of commercial
enterprise service platforms, where decision credibility, reliability, and trust are more important than accuracy as
decision templates become institutionalized within the organization. Known decision domains—management,
operations, risk, compliance, customer service, and so on—are either supervised or autonomously executed at a
higher level by multiple agents, including human employees and software agents external to the enterprise service
platform.

7. Conclusion

Retrieval-augmented generation represents a promising natural-language-based approach towards knowledge-
driven decision automation on enterprise service platforms, particularly for non-expert users. For complex queries,
the method can produce richer and more effective responses than presenting individual knowledge items on the
ServiceNow Knowledge Base. Nevertheless, limitations must be considered. Incorrectly or inconsistently worded
decisions tend to confuse rather than help the users. Feedback indicates that such policy enforcement should
preferably be performed in alignment with the organization’s internal expert group.

Enterprise service platforms, offering a single point of contact and service fulfillment for users, optimize business
operating and governance decisions within enterprises and institutions. Government organizations, in particular,
are complex service ecosystems that face a set of cross-organizational, cross-border, and inter-generational
problems. Knowledge-driven decision automation provides a solution, overcoming challenges related to retrieving
recent decision patterns, injecting current knowledge into model parameters, dealing with uncertainty, justifying
decision results for user trust, and evaluating decision constraints such as tardiness and stability. The results have
profound implications: a user-friendly system to help non-expert decision-makers by generating decision results
and suggestions directly in a natural language format, while reasoning over the retrieved knowledge patterns.

Systemic Focus for Non-Expert Automation

User Trust & Justibcation

Knawledge RetsievaliPattern Injection

Expert Aligned Policy Enforcement

Fig 7: Systemic Focus for Non-Expert Automation
7.1. Summary of Findings and Future Directions

Enterprise Service Platforms require platforms that can support Knowledge-Driven Decision Automation.
Knowledge-driven decision automation is concerned with providing timely and accurate information to support
the needs of organizations and enterprises, for example in areas such as Enterprise Governance, Risk and
Compliance or IT Service Management. A robust decision automation system should be able to articulate the
Knowledge utilized to arrive at a conclusion, address uncertainty where it exists, and employ regulations or
principles to be adhered to. A fully deployed Knowledge-Driven Decision Automation framework comprises of
three modules: Knowledge Retrieval, Reasoning over Retrieved Knowledge and Decision Automation. These
three modules can be viewed in terms of information requirements - What do enterprises want to know?, the
source of information - What are the capable knowledge bases? and the process of reasoning - How to reason with
the retrieved information? With respect to the Knowledge Retrieval module, an architecture has been presented
and the retrieval capability evaluated.
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Evaluation of the Knowledge Retrieval module demonstrated its capability in retrieving relevant information from
both structured and unstructured text sources. The findings indicate that LLM based retrieval approach offers
superior retrieval capability and can serve the enterprise’s need of timely retrieval of information from dynamic
data sources such as Microsoft 365. Evaluation of the Knowledge-Driven Decision Automation framework is an
on-going effort. Focus areas include the ability to respond to complex decision queries, the consistency of
responses to similar (but not identical) queries across time and users, the ability to handle uncertainty in the
retrieved knowledge, the execution of external actions based on the decision and finally, acceptance of the
responses by a cross-section of users.
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