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Abstract—Payment messaging systems are becoming an essen- tial element for many cross-border financial processes. However,
supporting the growing volume of payment messages while adhering to local data residency policies requires significant
investments, which can be a barrier for many regional players. Federated cloud approaches—data-sharing partnerships with cross-
border regions that reciprocate the processing of mes- sages—could help multi-regional cloud providers offer such services in a
cost-effective, secure, and compliant manner. The candidate federated architecture models are examined from key aspects of
multi-regional message-processing and offering- resilience perspectives. These aspects include the support of local data residency;
treaty-based interoperability for data-sharing under local sovereign laws; a reduced attack surface; coverage of service-messaging
supply chains; and support of incoming financial borders where Director Exposure and common mes- saging protocol. By enabling
low-latency, cost-efficient legal- standardized cost-based reciprocal payment messaging; with copy-matching support; and for fully
managed, self-service ser- vices.

Index Terms—Federated cloud, multi-regional, payment messaging, data residency, interoperability, security, la-
tency,Federated Cloud Computing,Multi-Regional Payment Systems,Cross-Border Payment Infrastructure,Cloud Interoper-
ability,Payment Messaging Standards (e.g., ISO 20022),Data Localization and Compliance,Distributed Financial Architec-
ture,Secure Data Exchange,Scalable Financial Cloud Ser- vices,Interbank Connectivity and Resilience.

I. INTRODUCTION

Cross-border payment messaging is plagued by latency caused by the fragmentation of the messaging systems re- quired
and the data residency requirements mandated in many regions. Proposed solutions to the problem include using regional
payment hubs that operate under the architecture of the respective regions. While these solutions reduce the latency
within those regions, they do not fully address the latency of the entire cross-border chain. A federated cloud approach can
be employed to remedy this latency for both the operational and message flows through the automated migration of
message data traces across regional borders. Federated cloud architectures are proposed as the evolution of cloud
technologies toward a distributed, multi-regional model best suited to support the needs of geographically distributed
organizations and institutions. These approaches, however, have not been accurately or appropriately adopted in the payment
messaging space and, consequently, remain very limited. A multi-regional payment messaging solution, based on cloud
technologies, that supports payment data residency
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Fig. 1. Federated Cloud Approaches
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compliance and is capable of cross-border payment messaging should therefore be considered.

A. Problem Statement

The availability of cross-border payment messaging solu- tions that can meet the requirements of several banks and
jurisdictions is imperative to expedite the implementation of instant cross-border payment services. However, existing
platforms tend to be best effort, highly decentralized networks that cannot guarantee data sharing with the receiving bank
within a certain time frame. A transition toward transaction- oriented messaging offered by a payment service provider
for the banks within a region is a plausible approach to overcoming underlying constraints. Federated approaches to
implement such multi-regional payment messaging services are desirable, for they can minimize latency while simulta-
neously responding to regulatory demands. Real-time gross settlement systems running on a domestic currency are mostly
interconnected. Nevertheless, certain barriers still delay amonetary transfer from one region to another because
services in some regions are not accessible during their respective nighttime. The minimum time required to send a
payment message across the globe remains much above the target latency for a banking transaction. Enabling
instantaneous transaction services, thought of as a communication between the withdrawal bank and the transfer service
using the payment messaging level-3 standards, is a reasonable requirement for a service aimed at banks under the same
payment system.

B. Key Requirements for Multi-Regional Payment Messaging

Cybersecurity concerns and data protection regulations are already fragmented. Country-specific payment messaging net-
works are emerging (e.g. NIP in Brazil, UPI in India) to handle these issues locally with low latency. For banks, relying on
multiple local payment messaging networks is inefficient. A multi-region federation of payment messaging networks solves
latency and regulatory issues while enabling these emerging local networks to remain independent in operation and
governance. Central banks of the regions can retain com- puting/resource autonomy while maintaining a secure payment
messaging corridor. These federated approaches must satisfy several critical features, including data residency in countries
and regions, high availability in compliance with national and international legislation/laws and regulations/treaties/other
agreements, security of data in transit and at rest, and legal aspects and customer obligations. The likelihood of succeeding
in a fully federated solution requires a high level of effort.

II. ARCHITECTURAL MODELS FOR FEDERATED PAYMENT
MESSAGING

Two architectural models consider how functionality is organized across regional providers. For payment messag- ing,
a Fully Federated approach distributes all capabili- ties across independent providers in different jurisdictions. Latency-
sensitive cross-border data exchanges take place over already-established channels, minimizing regional residency
challenges but extending the threat surface. The Partially Fed- erated approach saves asset persistence for a single provider
in each region but allows one message queue and ledger to govern all protocols and manage regional flow ordering. This
perspective is guided by the key requirements that a multi- regional payment messaging function must satisfy (Section 1.2).
Such an architecture must be fit for purpose, enabling data use cases while minimizing the risk exposure associated with
federation. The trade-off between latency and risk surface is crucial for data-sensitive regions, where trust in technical
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jurisdiction and provides resiliency should the payment messaging service in the destination jurisdiction become non-
operational—it is possible to route the message to other service providers in the destination region. Importantly, the ability
of payment senders and recipients to monitor and statistics such a message is also a core capability. Similarly, the ability
of'a service provider to deliver messages to either gap—in this case look at sending or looking at receiving is also required.
The cross-region capability allows a region whose service providers do not exchange messages with each other to still
allow users to send messages to users in a region serviced by national service provider. The consequence of multiple
trading partners is crucial for encouraging participation in such a payment messaging service, and hence should also be
supported.

Equation 01: End-to-end latency model
Arrival rate: A (msg/s) Service rate: u (msg/s) Utilization: p=A/u <1
Steady-state condition. For stability we require A <, i.e.,

Q’V;itling-time and response-time facts (M/M/1): Mean time in system (queue + service):
E[Rl =p —A1 (1
Mean waiting in queue (excludes service):
EWgl =pu—A)A=pu—Ap-ul 2

Mean service time: E[S]=1/u Consistency: E[R]=E[W(]+E[S] End-to-end latency across a path
solutions often lags behind regulatory maturity.

A. Fully Federated Model

Ltotal = L0 +i = pi— Ail (3)

The fully federated model enables the widest range of capabilities across cloud providers and regions. Payment
messages issued within one region traverse a public payment messaging network, so data traversing the border are
visible to actors in other jurisdictions. This exposes the payment to fraud detection capabilities operated by the
destination

Partially Federated Ledger and Message Queuing

When deploying a multi-regional payment messaging sys- tem, a Partially Federated model may provide a viable alter-
native. The core federated pattern still applies, but the edges of the payment messaging network may freely connect to other
external messaging systems. All external connections are established on a case-by-case basis, and any data flowing along
these external connections must be carefully evaluated to determine whether its transmission is subject to applicable
regional laws. The message queuing model and use of ledgers at the regional messaging resource still facilitate high avail-
ability and low latency interchange of messages across the standard regions of the system. In this model, for messages
originating from region A and destined for region B, a queue is maintained at the message queuing service for region B,
even when region A does not have a live connection to region

B. After the interception of the message intended for region B, the message queuing service of region A is responsible for
delivering the message to region B when live connectivity is re-established. While each regional deployment may continue
to be operated by a separate entity, the ecosystem of standard regions can be treated as a highly available and eventually
consistent distributed system. Depending upon the use-case of the payment system being administered, any conflict-
ordering issues related to such eventual consistency can also be easily addressed.

Latency vs Utilization (A — B) — Baseline 149 ms, 11=10,000 msg/s

Fig. 3. Latency vs Utilization

444



Turkish Journal of Computer and Mathematics Education (TURCOMAT) ISSN: 3048-4855

III. INTEROPERABILITY AND STANDARDIZATION

Orders of messages between payment providers naturally require cross-border connectivity; however, the underlying
message format, protocol bindings, and identity framework should also enable cooperation between providers. To this
effect, at least one interoperable format shall be developed, adopted by the providers, and exposed through their respec-
tive entry points. Each payment provider may additionally implement, extend, or modify the specifications, provided that
all agreements are versioned and compatible with previous versions. Furthermore, the security and privacy implications
around data handling would be simplified if all data exchanged between providers could be classified as non-sensitive,
thereby reducing the compliance burdens for each provider and the parties involved in the exchange. Sufficient data
minimization and pseudonymization strategies should therefore be in place to cope with the requirements established in the
various regu- lations, as detailed in Section 4.2. The four main regulations affecting the exchange of payment-hole
information also affect the institutions involved in the exchange and shall be mapped. Nevertheless, they could serve as a
guideline for all members wishing to participate in the message-exchange mechanism.

Fig. 4. Interoperability in Multi Cloud Environment

A. Message Formats and Protocols

A federated cloud architecture for multi-regional payment messaging relies on compatible data formats and commu-
nication protocols that enable interoperability and an open ecosystem regardless of cloud provider or country regulatory
environment. A minimal subset of formats and corresponding protocols is identified. Future payment messaging services
accomplish business message transport via a corresponding standardized and publicly available communication protocol.
Versions are published to accommodate different sets of fields for backward compatibility and possible extension by
regions despite minimal coupling. Regions implementing a subset of fields have the opportunity to interoperate with other
regions while determining a more cautious extendibility path. Message structure and content information are defined,
together with the corresponding schema with data types based on the Open API Specification of the OpenAPI Initiative.
The message schema enables automatic development of a corresponded API/SDK, speeding up the implementation of the
service by each region. Versioning of the schema is defined to reduce the impacts of change, allowing each region to
determine correspondent tim- ing for deployment. Finally, an extensibility proposal considers the decision-making process,
ensuring backward compatibility while allowing regions to deploy additional fields.

B. Identity, Authorization, and Compliance

Federated Payment Messaging requires all actors—data senders, receivers, and distributors—to know how to identify
each other across regional providers. Identity solutions such as Sovrin enable report-type relationships, helping
organizations determine when they trust another entity’s claim, yet proper control over the federation is essential. Regions
may not want their identity federation to be a trusted party for other regions. Solutions must therefore keep trust external
to the federation and avoid introducing new vulnerabilities. Access to resources must generally follow the data-at-rest rules
for location juris- diction, but the implementers must also ensure that the data bring-back procedures have the appropriate
fallbacks. Regional regulatory frameworks usually contain guidance on storing these controls. Payment flows should
converge on proper compliance controls along their distribution path. Distributed Identity solutions, such as the Rebooting
the Web of Trust Project’s KERI system, help protect data flows within proper compliance boundaries. These systems
allow parties to prove identity without ongoing relationships that create extra trust, making the authorization a mere matter
of curve comparison in Zero Knowledge Proofs; however, there are new trusted-party concerns that require oversight.

IV. DATA RESIDENCY, SOVEREIGNTY, AND PRIVACY

Data residency, sovereignty, and privacy concerns are highly territorial in nature. Cross-border exchange of data is
limited by various jurisdictional constraints. Data having associated privacy attributes may not be transferred out of a region,
or, if not prohibited, must comply with the privacy protection provisions of the region receiving the data. For these reasons,
data residency and minimization are the two main attributes that can be considered while federating a service. Regulatory
requirements may demand that data related to customers located within a specific jurisdiction must remain within the said
jurisdiction. For example, a common regulatory principle in the European Union is that all data about EU members must
remain within the EU. In the context of the payment messaging service, any transfer of data among the federated cloud
providers would require compliance with the relevant cross-border transfer rules. Given that a cross-border transfer of data
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among the federated cloud providers may introduce latency (client latency) and may not be permitted for high-availability
requirements, the fully federated model is more suitable for a payment messaging service. By design, such transfers are
eliminated without compromising high availability. However, data localization regulations also mandate that such transfers
must be in line with the privacy regulations of the cross-border transfer receiving jurisdiction.

Equation 02: Availability composition Fully-Federated path
AFF = Afe - Alink - Afe - Ag - Aq 4
Partially-Federated with HA queue at B Non-queue leg:

Aleg = Afe - Alink - Afe o)

HA queue at B (two active replicas): availability of “at least one up” is

AHA — queue®@B = 1 — (1 — Aq)2 (6)
Availability (Afe=0.9995, Alink=0.999, Aq=0.9995)
1.0

0.8

e
o

Availability

=2
S

0.2

0.0

Fully Federated Partial (HA queue@B)

Fig. 5. Availability Comparison (Fully vs Partial Federated)

utilization rtho | latency ms fully
0.1 149.23
0.12 149.26
0.13 149.28
0.15 149.31
0.17 149.34
0.19 149.37
0.2 149.4
0.22 149.43
0.24 149.46
TABLE I: LATENCY VS UTILIZATION (COMPUTED)

Overall:
APF = Aleg - [1 — (1 — Aq)2] @)

A. Jurisdictional Constraints

Because federated payment messaging operates across mul- tiple jurisdictions, regional regulatory requirements inform
architecture design choices. Many jurisdictions impose strict localization requirements for personal data and even for
sensitive business data.4 As a consequence, when possible, regions should limit message queuing to only those transaction
details that require storage beyond their respective region’s boundaries. Explicit regulatory considerations aligned with
cross-provider compatibility constraints are discussed in Sec- tions 3.2 and 4.2. Reduced message lifespan and the
periodic purging of queued, non-consumer data should further alleviate concerns. In regions that impose tight data
localization or localization-equivalence constraints on data originating within their jurisdiction, a fully federated solution
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is likely needed. Depending on the region and the granularity of localization- equivalence rules, a partially federated
approach could still be applied as long as data exchange is restricted to those regions where localization-equivalence
requirements are satisfied.

B. Data Minimization and Encryption

Data minimization plays a key role in aligning payment messaging systems with data privacy, data protection, or
information disclosure laws and regulations. In the context of payment system messaging and non-repudiation, this
means not sending information that can allow reconstruction of the relevant information to the destination jurisdiction
except for the subset of data that has been denied or is specifically required for the transaction, such as fraud detection or
to meet the specific jurisdictional investigation and surveillance law enforcement requests. For example, the data in a
request or notification for a transaction from a payment service provider (PSP) to the payment platform must among others
be limited to the identity of the parties directly involved in the transaction as indicated by data protection regulations.
There is a high level of assurance that the confidentiality and integrity of the exchange of information between the various
parties can be ensured, even across jurisdictions that might have legislation demanding the interception of the
communications, provided that appropriate end-to-end encryption of the communications between the various parties is
enabled by the infrastructure for both storing (at rest) and sending (in transit) the encrypted data. Data minimization and
enforcement of encryption for both at rest and in transit information addresses the chain of trust between the parties
successfully from the perspective of operational security analysis but data-in-transit interests need to be investigated
further from the perspective of an adversary threat agent motivation to discover the data content for own gain.

V. SECURITY, RISK, AND TRUST IN FEDERATED ENVIRONMENTS

Federated clouds are by definition shared environments with unknown parties. While this can extend the trust bound-
aries of traditional deployments and maintain close control over risk, it also creates new opportunities for malicious actors.
Understanding the risk landscape, trust boundaries, and countermeasures is thus critical before selecting a federated
architecture for multi-regional payment messaging. The threat model considers an attacker with one or more objectives: 1.
Infiltrate the system. 2. Evade acceptance testing during an operation and gain access to the data. 3. Intercept or inject
messages during transit. 4. Cause a service outage. 5. Misuse the provided services or message queue(s). Concrete mitiga-
tion measures are then defined for each objective. Governance and auditing play a significant role in reducing the attack
surface during operation or support, exposing only the required interfaces to external entities, and ensuring the access is
strictly limited and temporal.

1) Threat Model and Risk Mitigation: Federated product architectures face a distinct risk landscape given their reliance
on often-weak trust boundaries between operational entities. Those boundaries determine what an attacker can achieve,
while potential failure modes indicate system weaknesses that necessitate concrete mitigation strategies. Concrete
mitigations range from technical controls to governance layers and oper- ational safeguards. A focused threat activity model
identifies specific areas of risk for further investigation. Road map, refer- ences, and other mitigation issues are relegated to

a separate description. The attacker’s goal is benign system operation.
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Fig. 6. An overview of implementing security and privacy in federated learning

Possible failures include security breaches at the federation or structure provider; unavailability or malfunction of the
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structure provider; or severe operational fault lines within the federation. The potential for an opportunistic insider to
exploit the federation’s trust relationship with customers is ad- dressed via events that trigger alert, response, or
investigation in service-level agreements or memoranda of understanding. Other incidents that require federation
intervention involve risk exposure that exceeds management allotments. Security risks—especially those of information
loss or the unauthorized destruction of proven messages—are covered by established reliability standards for a third-party
custodial arrangement, fortified by an appropriate indemnity scheme.

A. Secure End-to-End Messaging

For transactions involving multiple cloud providers, secure E2E messaging requires coordinated lifecyle management
of key pairs, alerting third-party Message Queuing providers of sensitive data being sent or received, and managing
routing of secrets outside the standard dataflow. Alerting may happen through a signal in the header of the message being
sent (which the Message Queuing operator checks for and takes action on as appropriate) or a separate channel that
is sufficiently secured. The secrets would be encrypted with a key that is shared (asymmetric) or otherwise distributable
(symmetric) between the sender and recipient. Such an encryption scheme shall be used every time sensitive data is sent
to a provider that does not have an E2E connection to the intended recipient of the message. An incident response
playbook shall define circumstances which require third-party Message Queuing providers to respond to incidents related
to data traversing their services. How E2E control will change these triggers and the required actions will be addressed.

VI CONCLUSION

Federated cloud approaches effectively meet the needs of a multi-regional payment messaging system, providing an
economical path to better data residency and reduced latency. A Fully Federated model enables resilient cross- border
communication without trust relationships, but this generosity comes at scale and latency costs. A Partially Federated
pattern optimizes for latency and cost while maintaining availability and alignment with data residency laws; it supports
non-federated message queuing for increased throughput and scales to non-resident actors. The architecture captures
indispensable requirements—data residency, high availability, compliance, and security—and meets key security
objectives. Emerging trends such as edge and confidential computing services, together with common regional governance
frameworks, promise to further alleviate latency and trust challenges of transactional workloads. Federation enhances host-
continent deployment of data- forwarding services, substantially reducing the distance sensitive data crosses with
consequent latency, privacy, and security benefits. Rapid interactions between end-point hosts improve throughput on large
volumes and offer a sensible path to compliance with data-residency regulations. Such compliance is critical as regions
now impose rules prohibiting the transfer of personal and sensitive business data from their jurisdiction, shaping data
flows for the foreseeable future.

Model Availability (monthly) | Cost $/million msgs
Fully Federated 0.997802 1.542029
Partially Federated | 0.998001 1.263623

i Egress cost vs payload size at $0.05/GB
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Fig. 7. Egress Cost bar
Equation 03: Cost proxy (egress per million messages)

GB per million messages (GiB denominator, as in the paper):
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GiB per 1M =10243106-S ®)

Egress cost per 1M messages:
Cost1lM = ce - 10243106 - S - k )

A. Emerging Trends

Next-generation payment systems are likely to leverage edge locations for improved latency. Cloud providers are
evolving their edge offerings to support containers, thereby providing a mechanism to run a function close to the user.
Transactions and smart contracts involving non-fungible to- kens (NFTs), which can be hosted in cloud computing in-
frastructures, have also gained traction. The confidentiality of sensitive information is becoming increasingly important.
Operating in a federated model, where message information is shared with third parties, can be a sticking point for potential
customers. Technology that provides confidential computing environments, such as Intel SGX, can provide solutions from
the cloud provider end. In such environments, the plaintext data will not be available even to the owner of the computing
node hosting the transaction. Confidential clouds are evolving toward establishing a standard environment that allows the
integration of third-party service providers into the environ- ment but maintains the confidentiality of the data. On the
regulatory front, multiple initiatives are focusing on enabling interoperability between different Authentication, Authoriza-
tion, and Accounting (AAA) services and security controls. A standardized set of information elements for user and
application identification, which works across such services, will facilitate the convergence process for implementing a
federated model for payment messaging. The combination of protocol layer, format, and backend will provide a pathway
for regulatory requirements to be satisfied.
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