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ABSTRACT 

Before making a purchase, many find 

internet reviews to be a vital source of 

information. On top of that, companies 

may learn a lot about their products and 

services via these reviews. Having faith in 

these reviews was especially important 

during the COVID-19 pandemic, when 

many stayed inside and read reviews at a 

dizzying pace. The pandemic altered the 

atmosphere and people's preferences in 

addition to increasing the number of 

evaluations. Spam reviewers keep an eye 

on these changes and try to improve their 

sneaky techniques. In order to deceive 

customers or harm competitors, reviews 

that are deemed spam may include 

inaccurate, misleading, or dishonest 

information. Consequently, this work 

introduces a WSVM plus an HHO to 

identify spam reviews. The HHO is similar 

to an algorithm in that it optimises 

hyperparameters and uses feature weights. 

Using English, Spanish, and Arabic 

language corpora as datasets, the 

multilingual difficulty in spam reviews has 

been tackled. Ngram-3, TFIDF, whereas 

One-hot encoding are three methods for 

representing words, while pre-trained word 

incorporation (BERT) is another one that 

has been used. Each of the four such 

studies has shed light on and provided a 

solution to a different facet. From start to 

finish, the proposed technique beat rival 

cutting-edge algorithms in every test. For 

the Multi dataset, the WSVM-HHO 

achieved a success rate of 84.270 percent; 

for the English information set, 89.565 

percent; for the Spanish information set, 

71.913 percent; and for the Arabic dataset, 

88.565 percent. Furthermore, we have 

extensively researched the review 

environment before to and during the 

COVID-19 event. To further enhance 
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detection performance, it has been 

designed to merge its existing textual 

attributes with statistical information to 

build a new dataset. 

INTRODUCTION: 

Due to the extensive usage of the internet, 

online shopping as well as marketing have 

both increased in popularity in the last 

several years. Buying things online has 

become a common practice for many 

individuals. Using their product expertise, 

customers may compare items on several 

online marketplaces. With that in mind, it 

could be useful for a variety of consumers 

while deciding which things to purchase. 

Businesses, consumers, and trade 

organisations all benefit greatly from 

online surveys. Business surveys may 

assist with quality assurance by showing 

firms how consumers rank certain items, 

while customer surveys can help with 

product selection. Making wise business 

choices could pay out handsomely. Before 

making a purchase, customers definitely 

look at what others have to say.As a result, 

some individuals or groups may feel 

compelled to post misleading evaluations 

online, either endorsing or criticising 

businesses, goods, services, people, or 

ideas. This form of emotionally charged 

material that is spammed is called "The 

sentiment Spam" nor "Audit Spam." 

Online consumer reviews of items and 

delivery firms have influenced many 

people's basic shopping choices. The 

accessibility and significance of 

evaluations on merchants are leading to 

calls for regulation of these surveys, which 

tend to be motivated by financial gain. In 

conclusion, consumer survey websites are 

becoming more and more targets of spam. 

Reviewers who put more emphasis on the 

process of writing a review than on using 

the product in question are guilty of 

providing unfounded positive or negative 

assessments. As a result, detecting survey 

spam is becoming more important 

nowadays. Some of today's most respected 

authorities have harshly criticised them. 

Supervised techniques and unsupervised 

strategies are the two most common ways 

to detect review spam. The implementation 

of monitoring systems is made possible by 

the construction of a classifier. It is 

possible to build this classifier using 

physically stampable cases. Machine 

learning is started with the personal affair 

get ready dataset. Step two involves 

putting a classifier to work on the 

readiness data. Support- Vector Machine 

(SVM), Naíve Bayes classifier, calculated 

a relapse K-NN classifier, and many more 

are examples of frequently used controlled 
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techniques. This study examines review 

spam within the sentiment mining field 

and offers an examination of its 

approaches in this regard. Here are other 

methods to address this document: Section 

II offers a graphical depiction of the most 

often used unsupervised algorithms for 

detecting review spam, while Section III 

details the most widely used controlled 

procedures for localising survey spam. 

Related Work: 

Locating, Evaluating, and Eliminating 

the Costs of Spam Traffic  

 

Spam emails have the potential to promote 

illegal items, disseminate malware, and 

even initiate phishing scams. Although 

both users or network operators are 

responsible for paying for unwanted 

messages, the exact cost of spam is 

difficult to determine. The authors convey 

a method for calculating the journey costs 

of spam data by following the journeys of 

spam messages collected from five love 

pots. By integrating spam volume to trace 

route measurements and a web-based 

business connection database, they prove 

that stub networks often experience high 

costs as a result of spam traffic. In 

addition, they demonstrate that certain 

networks profit from spam and are 

unconcerned about preventing it. The 

paper concludes with the introduction of a 

straightforward method for assessing the 

possibility that networks may reduce 

transit costs by cooperating to filter 

spamming traffic at its origin.  

 

A Method for Filtering Electronic Mail 

Based on Classification  

 

One of among the most popular ways to 

communicate online, e-mail is fast, easy, 

and inexpensive to send and receive. 

Unfortunately, this web developer seems 

to have a serious spam problem. Filtering 

is a major tool for separating these spam 

emails. Our research presents a spam email 

filtering method based on categorization. 

In order to differentiate between spam and 

valid communications, this technique 

analyses the content of emails and 

provides more weight to certain terms 

(features). One strategy for making the 

retrieved attributes less complex is to use a 

dictionary to determine which sentences 

are relevant while the remaining ones 

aren't. A thorough comparative analysis of 

many classification algorithms has shown 

the efficacy of the proposed filtering 

strategy. The approach was evaluated 

using the Enron dataset.  
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Spam Email Classifier using Neural 

Networks  

 

Even if spam is becoming worse every 

day, most people still put in a fair bit of 

work to filter out undesirable messages. 

The ongoing challenge is to develop 

artificial classifiers capable of 

distinguishing legitimate email from spam. 

Naïve Bayesian algorithms are also used 

by many commercial applications. 

However, only a tiny amount of research 

has investigated spam detectors that 

combine these methods with large amounts 

of binary data in order to find frequently 

spammed terms. Human readers can often 

see such patterns in one's own letters rather 

quickly, but spammers are conscious of 

these safeguards and have found methods 

to bypass them. So, we've gone in a 

different direction than other approaches 

by relying on phrase and word descriptive 

qualities that human beings would use to 

identify spam. This exploratory study 

assesses this alternative approach using a 

deep neural network (NN) predictor and an 

email corpus belonging to a single user. 

Previous spam detectors that used Naïve 

Bayesian classifiers were compared with 

this study's results. In addition, as 

mentioned earlier, it's evident that paid 

spam detectors are beginning to include 

the use of descriptive attributes.  

 

An evaluation of machine learning for 

spam filtering  

 

Recent advances in applying learning 

systems to spam filtering are 

comprehensively covered in this paper, 

which focuses on both verbal and image-

based solutions. Instead of seeing spam 

filtering as a general classification 

problem, we emphasise the significance of 

considering its distinctive aspects, such as 

concept drift, while creating new filters. 

Notably missing from the current research 

are the difficulties of classifier updates 

using the bag-of-words format and a 

crucial difference between two late naive 

Bayes models. Even while there has been a 

lot of development in recent years, we still 

think a lot of further research is needed, 

especially in more practical evaluation 

settings.  

 

Email and Spam Filtering-Mediated 

Applications  

In this chapter, we will go over two 

important topics in intelligent email 

processing: email filtering or email-

mediated apps. We devise a strategy to 

illustrate the whole email sorting process. 
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We provide a novel approach to combining 

several filters within the context of an 

ensemble learning-based filtering model. 

For applications that rely on email, we 

introduce the concept of operable email 

(OE). Some argue that functional email 

will be crucial for future email systems to 

meet the needs of the worldwide Wisdom 

Web (W4). In this paper, we demonstrate 

how OE may be used to improve the 

World Social Mail Network (WSEN) by 

introducing an electronic mail assistant 

alongside other intelligent applications.  

 

Picture spam detector  

Spammers are always inventing better 

ways to circumvent anti-spam techniques; 

image-based spam is the latest 

manifestation of this trend. The newest 

crop of image-based spam uses elementary 

image processing methods to change 

background colours, font types, foreground 

colours, rotate, and distort the pictures, 

among other things, to affect the contents 

of individual messages. Because of this, 

conventional spam filters have a hard time 

dealing with them. This study establishes 

if an incoming image is spam or not by 

using global picture features, such as 

colour pattern gradient orientation 

histograms. The system makes use of a 

probabilistic boosting tree. Without the aid 

of optical character recognition (OCR), the 

system can still identify spam, and it holds 

up well against the kinds of changes 

observed in contemporary spam images. 

The results show that the system 

successfully detects 90% of spam 

photographs and simply accidentally labels 

0.86 % of legitimate images as spam. 

METHODOLOGY: 

1. Upload Spam Base Dataset 

2.Preprocess Dataset 

3. Run KNN, Naive Bayes & Multilayer 

Perceptron Algorithms 

4.Run SVM, Decision Tree & AdaBoost 

Algorithms’ 

5.Run Random Forest & CNN Algorithm 

6. Accuracy Comparison Graph 

7.Recall Comparison Graph’ 

8.Precision Comparison Graph 

1. Upload SpamBase Dataset: 

After deciding on the "spambase.data" 

dataset, you may upload it by clicking the 

"Open" button. The dataset may thereafter 

be imported. 

2. Preprocess Dataset: 
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Our project's second module is 

preprocessing. Application used 80% of 

the dataset to train and 20% for testing 

after reading all values from the dataset. 

3. Run KNN, Naive Bayes & Multilayer 

Perceptron Algorithms: 

To gather the prediction metrics, we need 

to execute all three algorithms. For each 

method, we have evaluation measures like 

accuracy, recall, and precision. 

4. Run SVM, Decision Tree & AdaBoost 

Algorithms 

Execute the SVM, Decision Tree, and 

AdaBoost algorithms first. Stats for the 

SVM, decision tree, and AdaBoost 

algorithms were subsequently provided. 

5. Run Random Forest & CNN 

Algorithm: 

After running the CNN & Random Forest 

algorithms, we can determine their 

respective accuracies. 

6. Accuracy Comparison Graph: 

The x-axis of the graph shows the names 

of the methods, and the y-axis shows their 

respective accuracy rates; the graph above 

shows that MLP neural networks provide 

the most accurate predictions. 

7. Recall Comparison Graph: 

On the one hand, we have the graph 

showing the names of the algorithms, and 

on the other, we have the recall values for 

each algorithm. 

8. Precision Comparison Graph: 

The graph's x-axis shows the names of the 

algorithms, while the y-axis shows their 

respective precision values. 

RESULTS: 

 

Press the button labelled "Run SVM, 

Choice Tree along with AdaBoost 

Algorithms" to concurrently execute all 

three algorithms. Evaluation parameters 

such as accuracy, precision, and recall are 

shown on the preceding page for each 

approach. 
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By selecting the "Start Running Random 

Forest and the CNN Algorithm" option, we 

can put both algorithms to the test after 

seeing their metrics on the prior page. 

Below, you will find the results. 

 

While the results for the convolutional 

neural network (CNN) and random forest 

methods were shown on the previous page, 

you can see a comparison of the 

algorithms' accuracy by selecting the 

"Accuracy Compare Graph" button below. 

 

Looking at the graph above, which 

displays the domain names of the 

technologies on the x-axis and their 

accuracy levels on the y-axis, it seems the 

neural network created using MLP gives 

the best predictions. To see a recall graph, 

just click on the "Recall Comparing 

Graph" button that is located below. 

 

Press the "The accuracy Comparison 

Graph" icon down below to see the 

accuracy graph. 

.

 

Using MLP improves accuracy, precision, 

overall recall in all three graphs.  

CONCLUSION 

 
In this study, we examined machine 

learning methods and how they may be 

Vol.15 No.3(2024),70-79
DOI: https://doi.org/10.61841/turcomat.v15i3.14779

76



Turkish Journal of Computer and Mathematics Education (TURCOMAT)  ISSN: 3048-4855 
 
 

 
                           

 

 

applied to the problem of spam filtering. 

Looking at the latest algorithms in this 

area allows us to classify messages as 

either spam or authentic. Machine learning 

classifiers have been the focus of several 

researchers' attempts to combat spam. 

Over the years, spam has evolved to evade 

filters. An email spam filter's basic design 

and the processes that compose this 

process were examined. The article's 

performance metrics and publicly available 

statistics may be used to evaluate the 

effectiveness of any spam filter. In this 

paper, we reviewed the existing literature 

on machine learning methods and 

discussed the challenges of applying these 

algorithms to the problem of spam. In 

addition, we found certain queries about 

spam filters that still need to be addressed. 

Based on the number and calibre of the 

literature, we can say that there have been 

and will be significant improvements in 

this field. Now that we've addressed the 

remaining concerns about spam filtering, 

it's time to investigate methods to improve 

them via more research. Academics and 

industry experts will therefore continue to 

investigate ways to enhance spam filters 

via the use of machine learning techniques. 

In order to provide the framework for 

further qualitative studies on weeding out 

spam using ML, DL, & DALM 

algorithms, we have written this paper. 

REFERENCES 

[1] Int. J. Netw. Securi. Appl. 8 (4) (2016), 

M. Awad and M. Foqaha classified spam 

emails by combining RBF neural networks 

with particle swarm optimisation.  

In their 2016 article "Measuring 

Characterising and Eliminating Spam 

Traffic Costs," D.M. Fonseca is O.H. 

Fazzion, D. Cunha, and I. Las-Casas, Pete 

Guedes, R. Meira, and M. Chaves discuss 

methods for assessing and avoiding costly 

spam traffic.  

the third The following website was seen 

on May 15, 2017, from 

https://www.securelist.com/en/analysis/20

4792230/Spam_Report_April_2012: 

Kaspersky Lab Spam Report, 2017.  

the work of E.M. Bahgat, H. Rady, and W. 

Gad, In: Proceedings of the 1st Worldwide 

Symposium on Advanced Autonomous 

System for Informatics (AISI2015), held 

during November 28-30, 2015, in 

BeniSuef, Egypt, 2016, pages 321-331, 

published by Springer International 

Publishing.  

Referenced in [5] Inf. Proc. Manag. 45 (6) 

(2009) 631-642, Bouguila and Amayri 

provide a discrete mixture-based core for 

support vector machines (SVMs) with 

Vol.15 No.3(2024),70-79
DOI: https://doi.org/10.61841/turcomat.v15i3.14779

77



Turkish Journal of Computer and Mathematics Education (TURCOMAT)  ISSN: 3048-4855 
 
 

 
                           

 

 

applications in spam and image 

classification.  

[6] In: the International Conference on 

Neural Networks, Elsevier Berlin 

Heidelberg in Germany, 2004, pp. 688-

694, Y. Cao, X. Liao, and Y. Li present an 

e-mail filtering strategy using neural 

networks.  

SpamHunting: an instance-based logic 

framework for spam tagging and filtering, 

by F. Fdez-Riverola, She Iglesias, F. Diaz, 

who was J.R. Mendez, also and J.M. 

Corchado, [7] Volume 43, Issue 3, July 

2007, pages 722–736, Decision Support 

Systems.  

[8] S. Mason, A New Law to Reduce 

Email Spam, 2003. Here is the link: 

http://www.wral.com/technolog.  

Stuart, I., Cha, S.H., and Tappert, C. [9] 

Volume VI of Document Analysis 

Systems, Springer Berlin Heidelberg, 

2005, pages 442-450, presents a neural 

network classifier for spam email.  

[10] Data Mining: Fundamentals and 

Strategies, J. Han, H. Kamber, and J. Pei, 

Published by Elsevier in 2011.  

The authors of the article "Multi-objective 

hybrid algorithms towards neural network 

with radial basis functions design" (27, 

475–497) are S.N. Qasem, S.M. 

Shamsuddin, and A.M. Zain.  

[12] In Combinations of Genetic Methods 

with Neural Networks, published in 1992, 

pp. 1-37, J.D. Schaffer, who was, D. 

Whitley, who was and L. Eshelman 

surveyed the current state of the art in the 

field.  

[13] In Adv. Comp. Inf. 19 (2004) 43–53, 

Elbeltagi, Hegazy, and Grierson compare 

five optimisation techniques based on 

evolution.  

The workload models of spammers and 

valid e-mails were developed by L.H. 

Gomes, the process C. Cazita, J.M. In the 

words of Al V. In the case of Al and W.J. 

Meira [14]. Eval. Perform. 64 (7-8) 690-

714 (2007).  

Citation: [15] C.C. Wang, the S.Y. Chen, 

Computer Security 26(5):381-390 (2007) 

discusses the use of header session 

messages for anti-spam purposes.  

P.S. Guzella and W.M. Caminhas [16] 

Expert Systems, Applications, and 

Machine Learning, 36(7), 10206–10222 

(2009).  

[17] In Proc. Assoc. Inf. Eng. Technol. 42 

(1) (2005), C.P. Lueg discusses the 

transition from blocking spam to info 

retrieval and back: finding conceptual 

underpinnings for spam filtering.  

In the 2005 International Seminar on 

Automated Learning and Cybernetics 

(Volume 9, pp. 5716-5719), published by 

IEEE in August 2005, X.L. Wang 

Vol.15 No.3(2024),70-79
DOI: https://doi.org/10.61841/turcomat.v15i3.14779

78



Turkish Journal of Computer and Mathematics Education (TURCOMAT)  ISSN: 3048-4855 
 
 

 
                           

 

 

surveyed the state of learning to categorise 

emails.  

[19] In: Paper presented at the European 

Seminar on Web Intelligent Meets Brain 

Informatics, 2006, W. Li, N. Zhong, H. 

Yao, J. Liu, and C. Liu discuss filters for 

spam and email-mediated applications.  

Email spam filtering: an exploratory study, 

Ent. Developments Inform. Retr. 1 (4) 

(2008) further 335-455, G.V. Cormack, 

2008, p. 335.  

[21] In Adv. Computer Science 74 (2008) 

45-114, E.P. He, J.M.G. Hidalgo, and 

J.C.C. Perez discuss email spam filtering.  

[22] B. Karthikeyani, S. Dhanaraj, 

Research on methods for detecting spam 

images transmitted by email, in: 2013 

International Forum on Pattern 

Recognition, Informatics, and Mobile 

Engineering (PRIME) paper.  

[23] The Machine Learning Strategies for 

E-Mail Email Passing: Check it out 

Techniques and Trends, by A. Bhowmick 

and S.M. Hazarika, arXiv:1606.01042v1. 

The line [cs.LG] June 3, 2016, pages 1–27.  

[24] The efficacy of anomaly recognition 

for spam filtering was investigated in a 

study by C. Laorden, A. Ugarte-Pedrero, 

D. Santos, D. Sanz, J. Nieves, and P.G. 

Bringas (2015) in Inf. Sci. 277, 421-444.  

[25] The A. Vakali and G. Pallis (Eds.), 

Web Database Management Practices: 

Emerging strategies and Technologies, 

Concept Group Publishing, USA, 2007, 

chap. 10, discusses email mining as one of 

the emerging strategies for email 

management.  

 

Vol.15 No.3(2024),70-79
DOI: https://doi.org/10.61841/turcomat.v15i3.14779

79


