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ABSTRACT 

Speaker diarization is a task to identify the speaker when different speakers spoke in an audio or video recording envi-

ronment. Artificial intelligence (AI) fields have effectively used Deep Learning (DL) to solve a variety of real-world 

application challenges. With effective applications in a wide range of subdomains, such as natural language processing, 

image processing, computer vision, speech and speaker recognition, and emotion recognition, cyber security, and many 

others, DL, a very innovative field of Machine Learning (ML), that is quickly emerging as the most potent machine 

learning technique. DL techniques have outperformed conventional approaches recently in speaker diarization as well 

as speaker recognition. The technique of assigning classes to speech recordings that correspond to the speaker's identity 

is known as speaker diarization, and it allows one to determine who spoke when. A crucial step in speech processing is 

speaker diarization, which divides an audio recording into different speaker areas. In-depth analysis of speaker diariza-

tion utilizing a variety of deep learning algorithms that are presented in this research paper. NIST-2000 CALLHOME 

and our in-house database ALSD-DB are the two voice corpora we used for this study's tests. TDNN-based embeddings 

with x-vectors, LSTM-based embeddings with d-vectors, and lastly embeddings fusion of both x-vector and d-vector 

are used in the tests for the basic system. For the NIST-2000 CALLHOME database, LSTM based embeddings with 

d-vector and embeddings integrating both x-vector and d-vector exhibit improved performance with DER of 8.25% and 

7.65%, respectively, and of 10.45% and 9.65% for the local ALSD-DB database. 
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1. INTRODUCTION  

Speaker Diarization (SD) is the process of determining "who spoke when" during a multi-party conversation. Without 

any prior information of the speakers or the number of speakers in the dialogue, SD seeks to identify all the utterances 

made by each speaker. Speech analytics and transcription systems heavily rely on the process of segmenting and cate-

gorizing an audio recording into different speaker segments. Applications like audio indexing, transcription, and senti-

ment analysis all depend on SD. In SD, the sub-tasks of speaker segmentation and speaker clustering may be seen. 

While speaker clustering refers to gathering all speaker turns that are associated with one speaker, speaker segmentation 

looks for the speaker in relation to limits. 

A few years ago, speaker adaptive processing was made possible by the development of SD algorithms for 

voice identification on multi-speaker audio recordings. A variety of audio data broadcast from different media stations, 

conference conversations, private videos from online social media, business meetings, court sessions, etc. may all be 

efficiently indexed or analyzed using SD. In essence, an SD system is made up of numerous separate sub-modules. 

Several front-end processing approaches, such as voice augmentation, speech separation, or target speaker extraction 

are utilized to minimize any artifacts in auditory settings. The selected speech segment's raw speech signals are con-

verted to their comparable acoustic characteristics or embedding vectors. The altered speech segments are classified and 

speaker courses' label during the clustering phase, and the clustering findings are further refined during the 

post-processing phase. The most cutting-edge improvements in SD have been accomplished right now. On the other 

hand human perception is almost entirely capable of performing speaker diarization without knowing the fundamentals 

of language, and the process can be completed on the spot without specialized knowledge of the languages spoken by 

various speakers. In this study, we investigate new improvements made feasible by cutting-edge deep learning tech-

niques as well as the evolution of speaker diarization across time. 
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Deep learning (DL), one of the most popular branches of machine learning (ML), has achieved outstanding suc-

cess in practically all application domains. We are aware that Deep Learning (DL) uses a multi-layer structure, com-

monly referred to as Deep Neural Networks (DNN), to automatically learn features from enormous amounts of raw da-

ta. By utilizing layer wise processing techniques, task-related information may be strengthened and kept, and 

task-irrelevant variations can be reduced and eliminated. Since there are numerous layers between the input and output 

layers in deep learning (DL), many non-linear information processing phases can be used for feature learning and pat-

tern categorization [1][2]. Low-level conceptions can define high-level concepts, and vice versa, according to current 

literature views on DL-based representation learning. Deep learning techniques have gained prominence in recent re-

search due to their ability to automatically learn complex speaker features. In deep speaker embeddings approach, deep 

learning models are used to learn powerful speaker embeddings, such as x-vectors or d-vectors, which capture unique 

speaker characteristics. These embeddings enable better representation and separation of speakers in diarization tasks. In 

several study evaluations, DL has been characterized as a general learning method that can tackle almost all real-world 

problems in a number of application domains. In light of this, we can say that DL is not task-specific [3]. 

2. STATE-OF-ART RESEARCH IN SPEAKER DIARIZATION  

Significant progress has been achieved in the development of SD technology starting in the 1990s and early 2000s. An 

important accomplishment in speaker recognition has been achieved by SD systems using the i-vector, a speak-

er-specific representation in a total variability space derived from a condensed JFA, as a feature representation for short 

audio segments that were segmented unsupervisedly [4]. In speaker diarization, Speaker embeddings based on neural 

networks, sometimes referred to as d-vectors, have recently gained popularity and outperform earlier state-of-the-art 

methods based on i-vectors. The emphasis was mainly on using SD to address the issues associated with speech [5]. As 

a result of the rapid improvements in deep learning techniques that addressed numerous technical problems across sev-

eral machine learning areas, SD systems have undergone many noteworthy changes. To improve clustering perfor-

mance in SD, the mel-frequency cepstral coefficient (MFCC) has been successfully substituted by the i-vector or 

speaker factors [6]. Mean shift, probabilistic linear discriminant analysis (PLDA), variational Bayesian Gaussian mix-

ture model (VB-GMM), and PCA were all combined with it [7][8][9][10]. The Agglomerative Hierarchical Clustering 

(AHC) technique is the approach that SD practitioners employ the most frequently. In this method, a voice Different 

methods can be used to construct this first segmentation directly dividing the speech stream into homogenous segments, 

or [11][12][13][14][15]. AHC involves arranging these segments interchangeably up until and unless each segment is 

paired with its appropriate speaker. Additionally, to improve the speaker turn boundaries, two clusters are connected 

and a new segmentation is built Bayesian Information Criterion (BIC) Tranter and Reynolds' [11][12] technique is one 

of the conventional ways to determine which cluster pair should be merged. On the other side, Viterbi Decoding was 

one of the most widely used algorithms for speaker re-segmentation.  

 

Since the emergence of DL in the 2010s, There has been a substantial amount of study on how to best utilize the deep 

neural networks (DNN) potent modeling capabilities for speaker diarization. For speaker diarization, lots of DL tech-

niques have currently been successfully used for better performances [16][17][18][19]. DL uses several techniques for 

both clustering and segmentation problems. Speaker turn boundaries have been effectively identified using audio sig-

nals using recurrent neural networks (RNNs), often referred to as Long Short-Term Memory Networks (LSTMs). 

LSTMs are designed to capture long-range relationships in sequential data [20][21]. After combining linguistic and au-

ditory characteristics, it shows a remarkable result in SD system [22]. The performance of smoothly detecting speaker 

turn boundaries was also improved by [23][24]. Above all, the adoption of the same approach for clustering tasks has 

been motivated by the success of speaker embeddings for speaker verification [25][26][27]. Another excellent example 

of how neural networks can produce superior outcomes is the speaker embeddings' extraction [18][28][29]. Similar to 

the x-vector developed by Snyder [30], which, depending on the output of a DNN trained for a voice recognition task, is 

one of the most widely utilized embedding vector representations and receiving a pertinent milestone [20][21].The per-

formance and ease of training with large amounts of data as well as robustness against speaker variability and acoustic 

environments were significantly improved by the switching issues from i-vector to these neural embeddings [31][32]. 

End-to-end neural diarization (EEND), which replaces individual sub-modules in the conventional SD system with a 

single neural network, has received increasing attention recently and has produced positive results [33][34]. Another 

cutting-edge research project combined acoustic data with linguistic contents and produced speaker diarization systems 

that performed better when using LSTM neural networks for word level DER .Transfer learning techniques, such as 

using pre-trained models from related tasks like automatic speech recognition (ASR) or speaker verification, have been 

studied in an effort to enhance speaker diarization models' performance, particularly when labeled diarization data is 
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limited. More recently, there is ongoing research into developing and rapid advancement of speaker diarization models 

that can learn from weakly labeled or semi-supervised data, where only partial annotations are available. In multimodal 

approaches combining audio and visual data enhances diarization accuracy. Deep learning models simultaneously process 

both modalities for improved speaker separation and tracking. 

 This is particularly useful when obtaining fully labeled data is costly or time-consuming. At present researchers 

are focusing on making speaker diarization systems more robust to real-world challenges, such as noisy environments, 

overlapping speech, and varying recording conditions. These improvements are crucial for practical applications like 

meeting transcription, voice assistants, and surveillance systems. 

3. CLASSIFICATION OF SPEAKER DIARIZATION 

Attempting to classify the most different speaker diarization methods currently in use, including in the realm of earlier 

deep learning-era modularized speaker diarization systems and more modern neural network-based systems. There are a 

total of four categories based on the main category we mentioned, which is based on two criteria. An objective function 

focused on speaker discrimination was used to train the model, or not, is the first criterion. The term "diarization objec-

tive" refers to any trainable methods for learning speaker relationships and optimizing models in multispeaker environ-

ments. If many modules are jointly optimized toward an objective function, that is the second condition. "Sin-

gle-module optimization" refers to a technique wherein only one sub-module is transformed into a trainable one. Con-

versely, the ''Joint optimization'' class comprises joint segmentation and clustering modeling by Zhang [31], a fully 

end-to-end neural diarization system [34], and joint speaker diarization and speech separation modeling by Von Neu-

mann [35]. 

 

4. METRICS OF SPEAKER DIARIZATION 

Diarization Error Rate (DER) is a method for evaluating the accuracy of speaker diarization systems [36]. The combi-

nation of these three separate error types is known as DER, which stands for false alarm of speech (FA), missing speech 

detection (MSD), and confusion between speaker labels. So, the following is a definition of DER: 

 

   (1) 

 

The speaker diarization studies have been the ones that have employed this evaluation scheme the most. 

 

JER, or Jaccard Error Rate, was initially applied in the DIHARD II assessment, is another widely used metric for as-

sessing speaker diarization. JER aims to give each speaker the same weight when evaluating them. JER is calculated by 

first computing per-speaker error rates, as opposed to DER, which is estimated for the entire utterance. JER is specifi-

cally calculated using the following formula: 

 

       (2) 

 

The ith speaker's speaking time in the reference transcript and the ith speaker's speaking time in the hypotheses are com-

bined in Eq. (2). is how many speakers there are in the reference script. Keep in mind that the JER computation partially 

accounts for the Speaker-Confusion in DER. 

The third diarization statistic is the Word-level DER (WDER) metric. As is well known, the DER is based on how 

long each speaker speaks. WDER, on the other hand, is designed to quantify lexical side of transcription error. Since 

DER depends on speaking time that isn't always in line with word boundaries, there is a disparity between that output 

and the correctness of the final transcript that drives WDER. Word-breakage shares a similar principle with WDER 

suggested the idea of word-breakage ratio [37]. Word-breakage ratio, as opposed to WDER, counts the instances of 

speaker change within a word boundary. The term "WDER"—which stands for "evaluating the diarization output with 

ground-truth transcription"—was proposed by Park and Georgiou's research [38]. Shafey recently looked at the WDER 

format's combined ASR and speaker diarization mechanism [39]. In this study, we exclusively utilize DER as a metric 

to assess the SD system. 
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5. TRADITIONAL SPEAKER DIARIZATION 

 

 Speech 

 

 

 

 Output 

 

 

Figure.1. Common speaker diarization system 

 

Conventional speaker diarization systems, as shown in Figure 1, are composed of multiple separate sub modules. Dif-

ferent front-end processing methods are employed to lessen any artifacts in auditory environments, including speech 

separation, target speaker extraction, speech augmentation, and dereverberation. Next, speech from non-speech events 

is distinguished using voice or speech activity detection (SAD). The selected speech segment's raw speech signals are 

converted into embedding vectors, or acoustic characteristics. During the clustering stage, speaker classes recognize and 

label the modified speech fragments and the clustering findings are further refined during the post-processing stage. 

Each of these sub-modules is typically tuned independently. This section mostly discusses front-end processing meth-

ods used in the speaker diarization pipeline for voice augmentation, dereverberation, speech separation, and speech ex-

traction. 

suppressing the loudness element of chattering speech, which has considerably improved as a result of deep learn-

ing, is the main objective of speech improvement approaches. Multichannel processing can boost the efficacy of voice 

enhancement techniques, including minimal variance distortionless response (MVDR) beam formation [40].  

The primary dereverberation technologies are based on statistical signal processing techniques, which sets 

them apart from other front-end solutions. The weighted prediction error (WPE) based dereverberation is one of the 

methods that is most frequently employed [41][42][43]. Since SAD is a preprocessing step that can cause mistakes to 

spread across the entire pipeline, In addition to speaker diarization, speaker recognition and voice recognition systems 

also depend on it. Two main components make up the majority of a SAD system. Elevated level statistics inside the 

residual domain of linear predictive coding, or MFCCs, are typically utilized in the first, along with acoustic factors like 

zero crossing rate and signal energy. The effectiveness of SAD significantly influences the speaker diarization system's 

overall effectiveness due to the possibility of a large number of missed speech segments or false positive salient events 

[47]. 

 

When speech areas overlap significantly, speech division represents a potential family of techniques. Several studies 

have proven the efficacy of beam formation-based multichannel speech separation [44][45][46]. Speech segmentation, 

as used in speaker diarization, is the division of the input audio stream into multiple speaker-uniform segments. Thus, a 

segmentation procedure is used to select the speaker diarization system's output unit. The two primary categories into 

which speech segmentation approaches for speaker diarization fall are segmentation via speaker-change point detection 

and uniform segmentation. The speaker-change point detection method of voice segmentation frequently results in un-

even segment durations. Consequently, Following the emergence of the i-vector [4] and DNN-based embeddings 

[28][30], speaker-change point detection-based segmentation was mostly superseded by uniform segmentation. For 

speaker diarization systems to determine how similar two speech segments are, speaker representation is essential. Due 

to their close relationship, this section will also discuss the similarity measure in addition to such speaker representa-

tion. 

6. NEURAL NETWORK BASED SPEAKER REPRESENTATION 

The popularity of deep learning techniques has had a significant impact on speaker representations for speaker diariza-

tion. For face recognition tasks, DNN-based representation learning was initially proposed [50]. The DNNs' multiple 

layers' ability to do nonlinear modeling serves as the foundation for the process of adapting the speaker embedding to 

the input signal. Unlike classic factor analysis models based on decomposable components, the DNN training technique 

enables the neural networks to learn the mapping without giving any components or factors. Additionally, existing 

probabilistic models (such GMM-UBM) do not adequately describe the input acoustic information for DNN-based 

speaker representation learning. Due to the fact that factor-analysis based methods use a solution that requires a compu-
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tationally intensive matrix inversion operation [49]. DNN-based speaker representation consequently performs more 

effectively during the inference stage. 

To represent both short-term and long-term features, the benefits of recurrent networks and deep feedforward net-

works are combined in DNN-RNN hybrids. As a result, Compared to the conventional factor-analysis based approach-

es, the inference speed has increased and the representation learning process has become more straightforward. Among 

the several neural-network based speaker representations, d-vector represents one of the most prominent frameworks for 

extracting speaker representations [28]. The d-vector technique was employed by Wang and Zhang in their speaker dia-

rization research [31][35]. Using an x-vector improves the performance of DNN-based speaker representations [30]. 

The statistics pooling layer forwards the findings to the layer above after aggregating the frame-level outputs from the 

layer above and calculating their mean and standard deviation. It might therefore make it possible to extract x-vectors 

from an input with varying length. This is useful for speaker verification as well as speaker diarization, since speaker 

diarization systems must handle segments that, when reduced at the end of each utterance, are less than the predeter-

mined uniform segment length. 

  The speech segments are grouped using a clustering technique based on the speaker representation and similarity 

metric. The most widely employed speaker diarization clustering methods are shown here. AHC, KL [52], and PLDA 

[53][54] are three examples of the clustering technique that has been regularly adopted by several speaker diarization 

systems. AHC is a procedure that repeatedly joins already-existing clusters until a prerequisite is satisfied by the clus-

tering process. The AHC procedure is started by calculating the similarity between N singleton clusters. The most 

comparable pair of clusters from each phase is combined. Resegmentation is the post-processing procedure that in-

volves fine-tuning the speaker boundary, which was approximately computed using the clustering approach. Kenny 

introduced the Baum-Welch algorithm-based Viterbi resegmentation technique [55]. 

This technique alternately applies the estimation of the speaker-specific Gaussian mixture model and Segmenta-

tion based on Viterbi algorithms and the estimated speaker GMM. Diez claims that variational Bayesian hidden Markov 

model (VB-HMM)-based variational resegmentation was found to be superior to Viterbi resegmentation [56].  

Many studies have been conducted on the fusion strategy of different diarization findings in an effort to improve 

the accuracy of diarization as another post-processing path. Although it is observed that combining different systems 

results in superior results, combining different diarization hypotheses provides a number of particular challenges. 

First of all, speaker labeling varies amongst different diarization systems. Second, the predicted speaker count may 

vary between diarization systems. Additionally, different diarization methods may have different predicted time bounds. 

These issues must be addressed by speaker diarization system combining procedures during the fusing of several theo-

ries. A strategy for choosing the optimal diarization outcome from a variety of diarization systems . This method views 

each diary system's complete series of diary entries for a recording as a single object that needs to be clustered. The 

outcomes of the diarization and the symmetric DER from the two clusters is used to compute the separation between the 

two clusters after the set of diarization results is exposed to AHC. The process of merging AHC iteratively is carried out 

till two clusters are formed.  

7. DEEP LEARNING BASED SPEAKER DIARIZATION 

Several speaker diarization methodologies have been proposed to enhance the deep learning-based clustering process. 

Xie suggested a novel approach called deep embedded clustering (DEC) with the aim of enhancing clustering [67]. 

DEC's ultimate goal was to alter the speaker embeddings, or input attributes, so that they could be more easily distin-

guished among speakers or clusters. In order to achieve cluster differentiation, every embedding is provided with a 

chance to belong to each of the potential speaker clusters. 

The original DEC technique had various problems, thus Dimitriadis presented a further proposal for an enhanced 

and improved DEC (IDEC) technique with increased accuracy for speaker diarization [66]. Initially, there was a possi-

bility that the neural network may compress to a primitive solution leading to skewed embeddings. To mitigate this is-

sue, Guo suggested putting a reconstruction loss between the input feature and the autoencoder's output in order to ex-

plicitly retain the local structure of the data [68]. The problem was further addressed by including the loss function to 

guarantee that the distribution of speaker turns is uniform among all speakers or that each speaker contributes equally to 

the session [66]. Although this isn't usually the case for real recording. Lastly, to make the algorithm's behavior closer 

to k-means, Dimitriadis developed an additional loss term that penalizes the distance from the centroid 𝜇𝑖. [66]. 

The issue of embedding speech fragments is a major one.  Regardless of what they are discussing, different 

speakers should ideally be embedded in various locations throughout the embedding space.  Long short-term memory 

(LSTM)-depend d-vectors and time-delay neural networks (TDNN)-based x-vectors have both been utilized to success-

fully incorporate data in recent years. 
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For capturing the temporal patterns in speech diarization, LSTM networks are well suited. TDDN are particu-

larly good in capturing temporal connections and patterns in the data. TDNNs is capable of extracting high-level char-

acteristics from speaker voice segments in the context of speaker diarization. To produce better results, we combine the 

two embedding techniques. For clustering methods like spectral clustering, the capacity to rate speaker similarity be-

tween speech segments is essential. Scores of speaker similarity between groups are necessary for other clustering tech-

niques, such as agglomerative hierarchical clustering. 

The x-vector is one of the deep speaker embeddings that is most frequently utilized in speaker diarization, which 

statistically pools frame-level representations to embed segment-level speaker characteristics. 

End-to-End-Neural-Diarization-vector clustering (EEND-vector clustering) is a revolutionary speaker diarization 

methodology that combines daarization techniques based on neural networks and clustering into a unified framework. 

Since EEND-based methods have the advantage of jointly learning speaker separation and classification from the audio 

input, they have shown competitive performance in a number of speakers diarization benchmarks. It combines the best 

features of both frameworks: robust clustering-based algorithms for handling long recordings with multiple speakers, 

and effective EEND-based diarization and overlapped speech management [36]. EEND is a recently developed frame-

work that uses a single neural network to carry out all speaker diarization methods [34]. Fujita first suggested EEND 

using a bidirectional long short-term memory (BLSTM) network. It was then quickly extended to the 

self-attention-based network by demonstrating the state-of-the-art DER for two-speaker data, including the dialogue 

audio in the Spontaneous Japanese corpus and the two-speaker excerpt from the CALLHOME dataset 

(LDC2001S97)[34]. EEND provides several benefits. To begin with, Overlapping utterance can be handled sensibly 

using EEND. Second, we should expect a high accuracy because the network is specifically designed to increase diari-

zation accuracy. Third, by simply inputting a reference diarization label, it may be retrained using real data. However, 

EEND is not without its limits. First of all, the model's design places a limit on the most speakers it can support. Sec-

ond, because EEND uses self-attention based neural networks, or BLSTM, online processing is challenging. Third, em-

pirical evidence indicates that EEND tends to overfit the training data distribution [33]. 

 

8. DATA SET IN SPEAKER DIARIZATION SYSTEM 

8.1 CALLHOME  

SPE 2000 (Disk-8) and NIST SRE 2000 (LDC2001S97), dataset that is most frequently utilized in modern research for 

speaker diarization is called CALLHOME. There are four hundred multilingual telephone speaking sessions in this da-

taset. There are two to seven presenters per session, with two of them monopolizing the conversation. 

 

8.2 ASSAMESE LANGUAGE SPEAKER DIARIZATION DATABASE (ALSD-DB) 

 

The Assamese language of Northeast India's Assamese speaker diariazation database is described in this section. As-

samese Language Speaker Diarization Database (ALSD-DB) is the name of the database. Assam, a state in northeastern 

India, is among the most linguistically varied and rich areas of the continent. The Tibeto-Burman language family in-

cludes the vast majority of the native tongues spoken in modern-day Assam. ALSD-DB is gathered to analyze the 

speaker diarization problem in a multilingual setting. Every speaker has two recordings, each lasting four to five 

minutes and available in Assamese and Hindi. Table -1 displays the two recording devices that were utilized to record 

voice data concurrently. 

The speakers are recorded having a conversation. The server, air conditioner, and other equipment were all turned on 

during the speech data collection, which took place in a lab environment. The speech data was provided by ten men and 

ten women, ages 20 to 50, who were chosen as informants. Every informant participates in two recording sessions, sep-

arated by at least one week 
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Table 1. Recording Specifications with devices  

 

Device 

Sl.No 

Device 

Type 

Sampling 

Rate 

File 

Format 

1 Headset 

microphone 

16 kHz .wav 

2 Laptop 

microphone 

16 kHz .wav 

 

9. EXPERIMENTS AND RESULTS 

The pyannote.metrics library serves as the foundation for our diarization evaluation system [35]. Using the widely utilized 

experimental methodology with equally spaced overlapping short segments, Oracle voice activity detection, and 5-fold 

cross validation, we assessed the suggested SD systems using the publicly accessible Speech dataset NIST-2000 

CALLHOME as well as our local database ALSD-DB. The Diarization Error Rate (DER) is used to represent the ex-

periment's results, along with all of its features and diarization techniques. We use spectral clustering and K-means offline 

clustering techniques to evaluate every possible combination of both i-vector and d-vector models. A three-layer LSTM 

network with a final linear layer makes up the d-vector model. With a projection of 256 nodes, each LSTM layer has 768 

nodes [21]. The ideal sliding window size and step for d-vector systems are 240 ms and 120 ms, respectively. 

 

 

Figure 2. DER results for the experiments on NIST-2000 CALLHOME and ALSD-DB. 
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Table 2. DER results for the experiments on NIST-2000 CALLHOME and ALSD-DB 

 

Dataset Diarization Methodology DER

% 

NIST-2000 

CALL-

HOME 

d-vector + spectral 12.75 

EEND-vector clustering 12.25 

TDNN based embeddings 

(x-vector) 

9.12 

LSTM based embeddings 

(d-vector) 

8.25 

Emdeddings Combination 

(x-vector+d-vector) 

7.65 

ALSD-DB 

d-vector + spectral 15.25 

EEND-vector clustering 14.50 

TDNN based embeddings 

(x-vector) 

11.24 

LSTM based embeddings 

(d-vector) 

10.45 

Emdeddings Combination 

(x-vector+d-vector) 

9.65 

 

 

10. THE MAJOR OBSTACLES AND FUTURE POTENTIAL OF SPEAKER DIARIZATION SYS-

TEM 

 

This research has provided a thorough analysis of speaker diarization techniques, emphasizing the advancements in 

both state-of-the-art classical processes and deep learning-based diarization approaches. We point several possible ave-

nues for future research, including the study of hybrid models that include many deep learning architectures and the use 

of domain adaptation and transfer learning methods to speaker diarization. Deep learning technology has led to ad-

vancements in speaker diarization that range from a fully EEND method to a system that substitutes a single module 

with a deep-learning-based approach. Furthermore, a tendency toward tightly integrating speaker diarization with ASR 

systems—such as using ASR output to increase speaker diarization accuracy—has emerged as speech recognition 

technology becomes more widely available. In an effort to enhance overall speaker diarization performance, integrated 

modeling for voice recognition and speaker diarization has been studied recently. 

 

ONLINE SPEAKER DIARIZATION PROCESSING: Due to these outstanding findings, Speaker diarization sys-

tems are already in use for many different purposes, including audio indexing, meeting transcription, conversational AI 

systems, and conversational interaction analysis. However, there's still a lot of room for development. Lastly, we con-

clude this work by summarizing the outstanding issues for speaker diarization in terms of further investigation and ad-

vancement. 
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DOMAIN MISMATCH: To implement speaker diarization, most approaches presuppose that a whole recording can 

be watched. However, many applications, such meeting transcription systems or smart agents, require very low latency 

when selecting the speaker.. The subject of online speaker diarization has been tackled in a number of ways, including 

clustering-based systems [60] and neural network-based systems [31], but it is still challenging. 

 

SPEAKER OVERLAP: When trained on data from a different domain, a model frequently exhibits poor performance. 

As an illustration, experimental research has shown that the EEND model overfits to the training data's speaker overlap 

distribution [33]. A domain mismatch issue will arise with any training-based approach. Evaluating trainable speaker 

diarization systems' capacity to handle a variety of inputs will become more and more important as interest in these 

systems grows. International speaker diarization evaluation initiatives, like the DIHARD challenge, are crucial in this 

regard [57][58][59]. Conversations inevitably overlap because of multiple speakers. For instance, speaker overlap was 

shown to be between 12% to 15% on average in meeting recordings [62][64], and it may even be higher in casual dis-

cussions [63][64]. Despite a lengthy history of research on the topic, controlling speaker overlaps to enhance speaker 

diarization is becoming more and more popular.  

 

INTEGRATION WITH ASR: ASR results are required for various applications in addition to speaker diarization re-

sults. Certain systems find a SD system before ASR, whereas other systems [59][64] find a SD system after ASR in the 

modular coupling of speaker diarization with ASR. It is necessary to identify the optimal system design for the speaker 

diary and ASR tasks. For a given task, both kinds of systems performed admirably. ASR and speaker diarization have 

also been combined in another line of research [63][65]. The interdependency between speaker diarization and ASR 

could be taken advantage of by the joint modeling technique to more effectively complete both tasks. The question of 

whether such collaborative frameworks outperform tailored modular systems has not yet been extensively analyzed. 

Overall, one of the most hotly debated issues that many researchers are presently delving into is the combination of 

speaker diarization and ASR. 

 

ROBUSTNESS TO NOISE: Background noise is a common feature of real-world audio data, and it can seriously im-

pair speaker diarization systems' performance. It is crucial to create models that can withstand different kinds and inten-

sities of noise. 

Scalability: Due to their high computing demands, many diarization techniques are not as scalable for processing huge 

amounts of data in real-time or almost real-time applications. Efficiency and scalability are crucial factors to take into 

account. 

 

LACK OF ANNOTATED DATA: Large volumes of labeled data are usually needed for training deep learning-based 

diarization models, and obtaining this data can be costly and time-consuming. It is imperative to develop efficient tech-

niques for domain adaptation and poorly guided learning. 

 

DOMAIN ADAPTATION: Speaker diarization systems often struggle to perform well in domains different from the 

ones they were trained on. Adapting models to new domains while maintaining high accuracy is a challenge. 

 

EVALUATION METRICS: Developing comprehensive evaluation metrics that capture the complexities of diariza-

tion tasks, such as speaker overlap and speaker change, is an ongoing challenge. Existing metrics may not fully reflect 

real-world performance. 

To address these challenges, ongoing research in speaker diarization focuses on developing more robust and effi-

cient algorithms, creating larger and more diverse datasets, exploring weakly supervised and unsupervised learning ap-

proaches, and advancing the field of evaluation metrics. Researchers are also working on adapting diarization systems 

to emerging technologies and applications, such as voice assistants, virtual meetings, and automated transcription ser-

vices. 

11. CONCLUSIONS 

This research shows, in summary, how several deep learning algorithms can enhance speaker diarization accuracy and 

robustness. The NIST-2000 CALLHOME and ALSD-DB speech corpora have been used to evaluate the SD system. 

TDNN-based embeddings with x-vectors, The tests for the basic system use LSTM-based embeddings with d-vectors, 

and finally embeddings fusion of both x- and d-vectors. For the NIST-2000 CALLHOME database, LSTM based em-

beddings with d-vector and embeddings integrating both x-vector and d-vector exhibit improved performance with DER 

of 8.25% and 7.65%, respectively, and of 10.45% and 9.65% for the local ALSD-DB database. The baseline system, 
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which combines x- and d-vectors, has been found to perform best across both datasets; however NIST-2000 CALL-

HOME performs better than our local corpus ALSD-DB. 
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