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ABSTRACT 

Massive Internet of Things (IoT) networks and cutting-edge innovations like self-driving cars and high-speed games 

require a flexible network that can accommodate all of these applications. Due to different quality of service (QoS) needs, 

current radio access networks (RANs) are unable to support such diverse applications. Therefore, it is believed that the 

Open Radio Access Network (O-RAN) is the most practical substitute for next-generation RAN. The evolution of RAN 

as well as potential designs and traits of the most promising O-RAN (next-generation RAN) are covered in this article. 

This study focuses on the peculiarities of the RAN design as it has changed throughout time. The deployment of O-RAN 

also examines a number of implementation challenges and potential opportunities. 
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I. INTRODUCTION 

Wireless communication technology has changed significantly over the past 50 years [1–7]. With the advent of 

contemporary real-time applications like large-scale IoT, high-speed video games, and self-driving cars, the wireless 

communication industry has experienced remarkable expansion, particularly in recent decades. [8- 9]. His QoS 

requirements, though, vary depending on the application, as shown in Figure 1.For instance, high- speed, highly reliable 

connectivity is needed for linked autos [8]. However, other applications (like IoT) call for low throughput, low power, 

and enough coverage [9]. On the other hand, some applications demand quick data processing and low latency. Therefore, 

to survive with such varied application diversity, a rich and feature-rich network is needed. Unfortunately, not all of 

these objectives can be accomplished with current/previous RANs, making network modernisation necessary. Creating 

distinct networks for various application sets is one method to support such connectivity. However, this is not a realistic 

solution from an economic and operational point of view. As a result, both academia and industry are trying to make 

cellular networks more software-driven, virtualized, flexible, intelligent, and energy-efficient. 

 

Additionally, the network must be cost-effective and highly reliable. Another way to meet all the given requirements is 

to split the RAN into different parts based on functionality. This split allows the architecture to be smarter and more 

versatile. This new architecture is called Open RAN (O-RAN). In particular, the introduction of O- RAN is a step in that 

direction. 

 

 
 

 

Figure 1-QoS requirement of various sets of application 

 
 

A software-centric infrastructure that allows the network to behave differently depending on the QoS requirements of 

the applications being served. From a market perspective, O-RAN offers an opportunity for small providers and 

operators to launch their services and increase market revenues. 

The emergence of O-RAN brings with it some advantages, but also many challenges. These challenges include: 

 Different QoS requirements make it difficult to design a standalone service-oriented architecture. 

The network should be flexible to support further upgrades and compatible with existing equipment. 

The network should not overload the backhaul and should have low computational complexity. This article presents the 
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evolution of RAN along with possible architectures and features of the most promising next- generation RAN (O-RAN). 

This paper mainly deals with the evolution of his RAN architecture and features in each generation. 

It also discusses the challenges associated with O-RAN implementation and the potential opportunities created by O-

RAN deployment. 

 

 

I.RAN OVERVIEW AND DEVELOPMENT 
 

As shown in Figure 2, the RAN is an essential component of the wireless communication system because it uses radio 

links to link user equipment (UEs) to the core network. Radio resource management is the core duty of RAN. 

Consequently, a typical RAN is made up of two primary components: a processing unit (PU) and a radio unit (RU), as 

shown in Figure 2. 

 

RADIO UNIT: The radio unit contains the transceiver antenna and is responsible for transmission and reception. 

 

 
 

Figure 2-An illustration of basic RAN 

 

PROCESSING UNIT: The Processing unit in RAN is responsible for radio management, resource usage/sharing, and 

other operations (precoding, encryption, etc.). 

 

Figure 3 depicts how RAN has changed over time. The initial demands for users and data rates were extremely little. A 

minimal number of base stations (BS) was adequate to meet this need due to the availability of some data-restricted 

cellular services (voice calls, text messaging, etc.). 

 

According to Figure 3, traditional RAN had incorporated RU and PU. Each BS was enough to cover a huge region. Since 

the development of the spectrum reuse framework, interference avoidance requires little to no computing. Then, as 

depicted in Figure 3, the RU and the dispersed unit (DU) were separated. 

The DU was pre-placed in the area beneath the BS, and the RU was installed high (often at the top of the tower to support 

a large area). 

 

A fiber optic cable was used to connect both units. In addition, the introduction of data-intensive applications and the 

increasing number of UEs have driven the demand for even higher densities. 

However, compression alone could not meet the enormous demand for data rates. Therefore, the framework moved to 

Spectrum Reuse Scenario 1. 

 

 

 

 

Figure 3-. Different generations of RAN condition 
 

Figure 3 depicts the beginning of the need for millimeter- wave (mm-wave) and the subsequent rise in demand for sticky 

frames. Figure 3 depicts a scenario known as a Cloud Radio Access Network (CRAN), in which all BSs' PUs are 

integrated into a single, freestanding CP that is officially referred to as a Cloud Processor. 

 
II.OPEN RAN: OVERVIEW AND INFRASTRUCTURE 
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Figure 3 shows how the most recent generation of RAN is split into two components. However, future applications will 

require a network that is far more trustworthy and has extremely low latency. Figure 4 shows a RAN's internal ecosystem 

with fragmented entities such as RUs, baseband processing functions, and packet processing functions. By giving each 

unit the ability to do a specific task, this division increases the network's adaptability. The below example can be used to 

explain how these devices work on a basic level. 

 

RADIO ACTIVITIES AT RU: A transceiver antenna and specialized radio hardware that handles physical layer tasks 

like digital-to-analog conversion, filtering, and modulation are included in radio functionality. It is also in charge of signal 

regeneration and amplification. 

 

A. BASEBAND PROCESSING FUNCTION: The baseband processing function includes carrier aggregation, 

soft combining, quick radio scheduling, CoMP operations, and other higher-layer tasks (such as radio link 

control and medium access control). It is also in charge of antenna selection, beamforming, and MIMO 

scheme selection. 
 

B. RADIO CONTROL FUNCTION:  This device's radio control function is to regulate resource distribution and load 

balancing between various application and system domains. It is one of the major components of the RAN and manages 

radio resources as well as virtualization. It manages the RAN's overall performance. 
 

 
Figure 4-Reference Architecture of O-RAN 

 
O-RAN appears to be disrupting networks, enabling multiple innovations and rapidly building flexible and interoperable 

networks. Finally, ORAN's design has the potential to inspire modern business models that integrate modern wireless. 

 

A. BENEFITS OF O-RAN 

 

Establish a uniform architecture through numerous developments and offer several advantages (such as reduced latency 

and network slicing) with the disaggregation of hardware and software. In addition to simplifying network automation, 

O-RAN has the following advantages, 

Agility: The network is adaptable to current/past and future generations due to the unification of the software- enabled 

architecture. 

Flexibility in deployment: The network is flexible for installation, upgrade, and expansion due to disaggregation and 

software association. 

Real-time responsiveness: O-RAN, a software-driven service network, acts by in-tended service and prioritizes real-time 

services over less important services by requiring extremely low latency. 

Lower Operating Costs: It is predicted that O-RAN's plug-and-play functionality and contemporary learning techniques 

may result in a maintenance cost reduction of up to 80%. Putting The operators may combine the connectivity benefits 

of all generations under one roof thanks to the software at the core of the network. The operators may save millions of 

dollars by doing this. 

 

B. ARCHITECTURAL O-RAN 

 

Reference O-RAN architecture based on the openness concept is depicted in Figure 4. O-RAN is a flexible, service-

oriented, and software-defined network, as was previously stated. Artificial intelligence is a further addition to this 

network. In essence, the O-RAN reference architecture consists of several sub-components. Service and model training 

for non-real-time functionality are examples of non-real-time functionalities that are divorced from real-time functions, 

as illustrated in Figure 

4. While trained models and real-time control functions (generated in real-time) are included in the RAN, the radio 
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network information base is used by the intelligent controller of the near-real time for RIC near-RT to track the condition 

of the underlying network utilizing E2 and A1. 

 

 
 

Figure 5- RIC near-RT 

 

To manage radio resources, E2 aims to establish a common interface between RIC near-RT and CU/DU that feeds data 

that includes different RAN metrics. Particularly, the near-RT RIC offers radio management that is AI/ML monitored. 

Additionally, as indicated in Figure 5, this layer is in charge of tasks like handover, QoS management, etc. Additionally, 

the AI interface is in charge of communicating to the RIC of non-real-time the AI enabling policy and ML-based training 

models. On- RT control functions essentially work to enable non- realtime intelligence radio resource management and 

give direction to support the activities of RIC near-RT. The AI interface supports the following features: 

 

a. Useful information from the network to the non-RT RIC to support diverse requirements like offline training, online 

learning AI/ML model, etc. 

b. Support for RIC near-RT features like deploying/updating ML/AI models into the RIC of near-RT and occasionally 

feedback to make sure the operators achieve the desired goals. 

 

The disaggregated Control Unit stack, which is in charge of supporting different protocols, including 4G, 5G, and other 

protocols, is seen in Figure 6. A directive to execute fundamental operations, such as handovers, is issued by RIC close 

to RT. The ability to distribute capacity across numerous parts is made possible by virtualization. Supporting radio 

functions, radio processing, baseband processing, etc. is the responsibility of the DU and the radio resources unit (RRU). 

 

1) FUTURE OBSTACLES: The following are some difficulties in implementing the model shown in Error! 

Reference source not found. 

Deploying strategies for the RIC near-RT and non- real-time control loop while taking into account the economic and 

ecological factors is difficult. 

With the use of contemporary learning methodologies, coordination, updating, and training are challenging. (ML and AI, 

etc.). 

Managing data—particularly cross-layer data—in a way that supports the targeted function while safeguarding other 

internal activities is difficult. 

 

II.ADVANCEMENTS IN ECHNOLOGY AND OPPORTUNITIES 
Many improvements in contemporary technologies would occur with the accelerated development of 5G and the use of 

O-RAN. In the upcoming years, applications related to IOT devices, machine learning, and mobile edge computing are 

anticipated to reach their peak. Following is a discussion of some significant technical developments and opportunities: 

 

 

 

 

Figure 6-Control Unit Stack 
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A. NETWORK WITH IOT CAPABILITIES:  

O-RAN's introduction will end the IoT's connection limitations. It would offer an adaptable design that is ideal for 

contemporary IoT connections. As a result, more items should be linked to diverse applications, including security, retail, 

and health care. Now, certain new applications—like e-health, smart locks, etc.—can add on. Figure 7 depicts a few actual 

and potential uses. In these applications, O-RAN would be used to link IoT devices. Additionally, RIC non-RT 

disaggregation makes it possible to deliver widespread IoT connection to devices with modest throughput requirements 

but extensive coverage and low battery consumption. 

 

B. FACILITATING MEC COMPUTING 

An edge device can serve as a computer thanks to a certain type of architecture called MEC. Given the growing number 

of connected devices, the RAN of the future generation should be able to handle the traffic well. The same, MEC is 

regarded as a crucial technique. Currently, the vast majority of applications store their data online and run calculations on 

remote sensors, which are frequently placed far from the end user. MEC will improve the end user's access to such 

processes. This modification will help to reduce network and cloud computing congestion. MEC will considerably help 

the 5G network reduce latency in addition to reducing congestion. bringing the information closer and delivering it more 

clearly at the conclusion, the device, extremely low latency can be attained, supporting applications that require fast 

data and computation. 

 

C. INCLUDE CONTEMPORARY TEACHING TECHNIQUES 

 

Computers can learn without an explicit program thanks to machine learning. Because ML can learn relevant information 

from the input data set, it is well-suited for applications with dynamic processing environments. Specifically, the 

following ways that ML may improve the wireless framework. 

The dynamic environment may be greatly adjusted using ML-based resource management, mobility, and networking 

algorithms. 

ML is regarded as being essential to achieving the objectives of a self-realizing network. 

 

 

 

Figure 7-Applications of AI and ML 

 
Figure 7 displays a variety of ML-enabled applications powered by contemporary learning techniques. 

According to a study, certain machine learning algorithms have already been developed for future wireless technologies 

networks for resource allocation and interference coordination, like Q-learning. In MIMO networks, Bayesian learning, 

and channel estimation are also employed. 

 

III.DISCUSSION GLOBAL O-RAN MARKET 

 

By 2028, the Open Radio Access Network (Open RAN) market is projected to be worth $23.1 billion as shown in below 

Figure 8, growing at a global development rate of 64.4% CAGR. 

 

An essential part of a mobile network system that uses cellular radio links to link individual devices to other parts of a 

network is the open radio access network, also referred to as Open RAN. It has antennae that send and receive signals to 

communicate with cell phones and other appropriate devices. At the RAN base station, the signal is digitally transformed 

and sent to the network. 
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In terms of technology, Open RAN has displaced the radio access network (RAN). RAN is frequently offered in a typical 

scenario as an integrated hardware and software solution. Given that the baseband and radio unit typically originate from 

the same source, it is challenging to integrate the vendors. 

 

 
Figure 8-Open Radio Access Network, Market Size 

 

Open RAN's primary goal is to alter this situation by enabling operators to mix and match components. Things move 

forward by opening the base station's interfaces. Disaggregation, often known as the separation of hardware and 

software, is made possible by the Open RAN design. The continuous revolution in mobile network topologies has made 

it possible for service providers to use non-proprietary parts from numerous suppliers. 

 

An Open RAN is made possible by a set of industry-wide standards that telecom equipment manufacturers can adhere 

to. Open RAN allows programmable, disaggregated, virtualized, intelligent, and interoperable functionalities as a result. 

Baseband units (BBUs), proprietary remote radio heads (RRHs), and distributed units (DUs), radio units (RUs), and 

centralized units (CUs), some of which are containerized or virtualized, have all been further classified into these 

categories. The open, interoperable interfaces of these new components speed up the use of Open RAN. 

CONCLUSION 
 

It is difficult to host multiple concurrently operating apps on the current infrastructure, which calls for a flexible, 

application-oriented, and adaptable network. As a result, service providers and mobile operators are decomposing the 

current RAN. Modern applications require a flexible network, which has prompted the creation of a common open 

interface made feasible by AI-based network function virtualization. In addition to discussing the advancement of RAN, 

this article also covered the history of O-RAN and its reference design. The network-oriented architecture presented in 

this study is a first step in that direction. We also discussed a number of challenges with O-RAN implementation. It has 

also been noted how O- RAN's introduction has created opportunities. 

 

The current O-RAN version is concentrated on identifying the radio functions of RAN that may be organized into 

functional entities and incorporated into the distributed system. Researchers are concentrating on bringing several lower-

layer capabilities—such as QoS, mobility, management, and security—into the top layer. The operation, administration, 

and management of O-RAN must be standardized because interoperability cannot be achieved without standardization, 

which raises various concerns and challenges. Although O-RAN appears to offer the necessary level of interoperability, 

the specifics still need to be worked out. 
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