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ABSTRACT
The following research work deals with a special type of Birkhoff interpolation problem in which we have 3 set of data
prescribed in the unit interval | = [0, 1]. Data values are the function value, first derivatives and fifth derivatives

prescribed at nodes of the unit interval. We obtained a unique spline interpolating the given data along with the
convergence problem.
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1. INTRODUCTION

In this study, we use virtually quantic splines s(x) ES,(LZS)(x) for a given partition A to solve a Birkhoff
interpolation issue we term (0, 1, 5) problem.

Let A:0=2x,, X oo x . x =1 be a partition of the unit interval | = [0,1] and S,(fs) (x) denotes the class of spline
function s(x) such that

(L) s(x) en, i= 0(1)n-2

5:(x) en,, i= 0(1)n-1 where xe [xi,xm]

12) s(x)eC ().

Also, we denote X, —X= hi, for all i = 0(1)n —1. We prove the existence and uniqueness of such spline functions and

show that they converge to the given function f(x) e C5 () up to derivative of order 5. For relevant reading one is
referred to [1 -7].

Following two theorems were proved:

2. THEOREM OF UNIQUE EXISTENCE

Given A and the real numbers y; y/, y\>, i =0(1)n, ys yn there exists unique SA(x)eS,(LZS) (x) such

that
1) s =y, i=0Wn-2 ¢g=015

(2.2) s, (x0) = Yo, sa(%n) = yn
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Proof :
We set
So(x), where x € [Xg ]
(2.3) sp(x) = sy(x),when x € [x; x;4,] i=01(1) n-2.

Sp-1(x), when x € [x,_; x,]

Using interpolatory conditions we write,

(X Xo) (x=x0)? (x=x0)3 (x=x0)*

24)  sp) =yo+ Vot —; Yo + o Qo3 T T 04
L (x=x)5 (5 (x—x )e
1 5!0 Y(() ) + 0 306
)3 )t )5
(25) SL(X) — yl (x le) yl I U (x— xl) aLZ + (x 3751) ai,3 + (x 4’!51) i4 + (x 5’]‘1) i(s)
(x—xp-1) (x—xn—1)? (x=xp—1)? (x—xn—1)*
(26) sp1(x) =yp_1 t = Yin-1 +7n 1y, 1,2 +73n! 1 Ap-13 + 7:! 1 p-14 T
(r=xx-1)®
—, Qn-1p

6!
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The coefficients involved in the above equation are determined by the remaining interpolatory conditions and the

continuity requirement that sa(n)e C?(l) . Applying these condition we get the following set of equations.

3’1:y0+h03’(’)_+§ya+ﬁa03+h_gao4+h5_§yg h6_§a0,6
21) \yi =y +hoye +Bags + Bag, + 18y + B,
\ ¥ = v+ hoage
Yier = Yi + hiyi + alZ +};_§ai3 +ﬁai4+h5_$yi(5)
(28) Vier = ¥i H hiagp + ﬁais +h3 Qg+ il:yl R
="
n_ nt_
Yn =Yn-1+ hn_1 ¥y 1+ an12+ ta, - 13+ Y14
+h1;,1 (5) 1t n,lan—le
(2.9) Yo =Yaog +20a,_ 12+ i Ly, 13+ e ©
+hn 16
W = (5) 11 oot

From these equations, we have
Qo3 = 6h53(4’)’1 4y — hoy1 — 3hoyo — h%
+ =3 (257 + 1)
Qo4 = 24h03(3h0 —3hgys +y1 + 2y0)
+12h5%y; — 1oho (635 — i)
Qo6 = hol(}és) - YOS))

Yo)

(2.10)¢
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aiz = hi*(2y; — hiyis, — 16hy] — 4hly;)
7 (5) 1 5)
+Ehi3yi - Eh?yiﬂ'

i3 = 6h3(4yie1 — hiyiys — 4yi + Shiyl — hiy;)

2.11) | 1 ) 4,6
&9 +5ohE 3y +yi1),
- - 3,4, _ , }
a;q = 24h;° (_3hi YWiss +Shi i + 30Ty 4 2hy] + hi}’i)
hi (5) (5)
_5(113’1' ~Yis1)
And

3

, 5
Anot 2 = 3Ym_1 + 3"60 (2083y5), — 649y ),

an-13 = 6hr_1§1(4yn —hy1Yn —4Yn_1 = 3hp_1yn_1 — hrzz—ly;t—l)

1
+ ahi—1(11y155—)1 + y7(15))'
(2.12)4 1
An-14 = 24hy % (=3Yn + hyo1 i + 3Yn_1 + 2hy_qyn_4 + Eh‘%l—ly‘rllr—l

1
~30 hn—1(5y155—)1 - y7(15))
Apn-16 = hﬁll(J’r(zS) - J’r(zi)1
The unique existence of the coefficients above show the unique existence of the spline function sa(xx) of
theorem 1. This is the prove of the theorem.

3. THEOREM OF CONVERGENCE

Let ff (xx) € CC>(1), then the unigne spline function ss,(xx) mentioned in theorem 1, with yy;; etc being
associated with the function ff (xx), iiee yy; = ff(xx:),yyu = ff'(xx;) etc., we have for xx €
[xx; XXi41 1,1 = 0(D)nn — 1,
(3.1) [ss{9 (xx) — ffUD (xx)| < kkqq RS~ 99wws (), qq = 0(1)5
Here we take hi=h for all i = 0(1)n-1 and denote the modulus of continuity of ff (xx) € CC5(II) by ws(h).
Proof :
Let first be xx; < xx < xx;;44,ii = 0(1)nn = 2, from (2.4) and writing ﬁnitezi Taylor’s sums for f(xx) and is
derivatives, wedlave,) — r(@(y) = %(%s —f® (xi)) + % (aie — £ © (e1)

When q =4, 5; where xi< & i, ¢< Xi+1 .
Letx € [xo,x.],thenq =5,i=0(1)n

5000 = FO) = (x = x0)(aie — fO())

= @ =2l 01" = 3" = fO@)]
Therefore,
Isg” () = FO @) < ws(h)
Using the interpolatory conditions, we have
Is5” @) = FPE = 1[4 [55 (0 = £ ()] ax]
< Ixy = %0 115 (0) = FO @)
< hws(h)

Again using Taylor’s theorem, we have
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Iso(x) = £ (x)]| < h*ws(h)
Further,

IsoC) = G < 1 [ {so(x) = f1()}dx |

< Iy = Xol|so(x) = £ ()|
< h3ws(h)

Similar

Iso(x) — f'(¥)| < h*ws(h)

And [so(x) — f(x)| < h°ws(R).
This is the prove of theorem 2 for x € [x x].
Forx € [xi,xl-ﬂ], i = (1n — 2, we have (2.5) using Taylor’s theorem
|57 = O] =500 - FOw)

= 1ffu§ () = ££,5Cex) + ££,S = FFO G|
< wws (h)(wwheerree yyii(fi = yyu.(s).)
This gives the results for xx € [xx; xx;41], il = (1)nn — 2. Proof for xx € [xx,,_1, Xxny| can be carried out
on

similar lines, so we omit the details.

4. CONCLUSION
We have taken here a (0,1,5) lacunary interpolation problem for which we found a quantic spline function.

ss(xx) € SSm(f_,? (xx)which interpolates the given data. Also it is shown that this spline function converges

uniquely by finding error bounds. Such types of spline function can be used for solving differential equations
and obtaining quatrature formula.

5. REFERENCES

[1]. Loscalzo, F.R., Talbot, T. D., (1967) Spline and approximation for solutions of ordinary differential
equations. SIAM J. Numer. Anal., 4: 433-445.

[2]. Micula, Gh.,( 1973) Approximate solution of the differential equation y" (x) = f(x,y) with spline functions.

Math. ofcomput, 27: 807-816.

[3]. Fawzy, T. (1977) Spline functions and the Cauchy's problem II. Acta Math. Hung, 29 (3-4): 259-271.

[4]. Gyorvari, J., (1984) Lakunare spline funktionun das Cauchy problem, Acta Math Hung, 44 (3-4): 327-335.

[5]. Sallam, S., Hussain, M. A., (1984) deficient spline for approximation to second order differential equations.
Appl. Math Modeling, 8: 408-412.

[6]. Singh, K. B., Pandey, Ambrish Kumar., Ahmad, QaziShoeb., (2012), Solution of a Birkhoff Interpolation
Problem by a Special Spline Function. International J. of Comp. App., 48: 22-27,

[7]. Pandey, A. K., Ahmad, Q. S., Singh, K., (2013) Lacunary Interpolation (0,2;3) Problem and Some

Comparison from Quartic Splines. American J. of App. Math. And Statistics, 1(6): 117-120.

1694



