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Abstract 

In recent times, machine learning has garnered significant attention as a cutting-edge area of research. 

As a result, our study focuses on exploring the fascinating intersection between software engineering 

and machine learning within the realm of health systems. We have introduced an innovative 

framework dedicated to health informatics. This framework is structured around four crucial modules: 

software, machine learning, machine learning algorithms, and health informatics data. By utilizing the 

proposed methodology, we have effectively organized tasks within this framework. The primary goal 

is to provide researchers and developers with a fresh perspective on health informatics software, 

incorporating engineering principles. As a result, developers are equipped with a comprehensive 

roadmap to design health applications, complete with system functions and software implementations. 

To power the proposed approach, we employ principal component analysis (PCA) for feature 

extraction and reduction. This technique plays a pivotal role in simplifying complex datasets and 

facilitating efficient data analysis. Additionally, the proposed model leverages the extreme learning 

machine (ELM) for prediction problems, contributing to the accurate forecasting of health-related 

outcomes. In our experimentation, we employed the Indian Diabetes dataset to conduct simulations. 

Our proposed ELM demonstrated exceptional performance, surpassing the state-of-the-art approaches 

in terms of predictive accuracy and efficiency. 

Keywords: Software engineering, Machine learning, health informatic, Indian Diabetes dataset, 

extreme learning machine. 

1. INTRODUCTION 

Human body needs energy for activation. The carbohydrates are broken down to glucose, which is the 

important energy source for human body cells. Insulin is needed to transport the glucose into body 

cells. The blood glucose is supplied with insulin and glucagon hormones produced by pancreas. 

Insulin hormones produced by the beta cells of the islets of Langerhans and glucagon hormones are 

produced by the alpha cells of the islets of Langerhans in the pancreas. When the blood glucose 

increases, beta cells are stimulated, and insulin is given to the blood. Insulin enables blood glucose to 

get into the cells and this glucose is used for energy. So, blood glucose is kept in a narrow range. 

Diabetes is a chronic disease with the potential to cause a worldwide health care crisis. According to 

International Diabetes Federation 382 million people are living with diabetes across the whole world. 

By 2035, this will be doubled as 592 million [1]. However, early prediction of diabetes is quite 

challenging task for medical practitioners due to complex interdependence on various factors. 

Diabetes affects human organs such as kidney, eye, heart, nerves, foot etc. Data mining is a process to 

extract useful information from large database, as there are very large and enormous data available in 
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hospitals and medical related diabetes. It is a multidisciplinary field of computer science which 

involves computational process, machine learning, statistical techniques, classification, clustering and 

discovering patterns.  Recently, Data mining techniques have been widely used in predicting the data 

like time-series [2, 3]. A number of data mining algorithms have been proposed for early prediction of 

disease with higher accuracy in order to save human life and reduce the treatment cost [4]. Thus, 

applying these algorithms to predict diabetes should be done. In our work, we used five different 

supervised learning methods to conduct our experiment. 

The field of health informatics (HI) aims to provide a largescale linkage among disparate ideas. 

Normally, a healthcare dataset is found to be incomplete and noisy; as a result, reading data from 

dataset linkage traditionally fails within the discipline of software engineering. Machine learning 

(ML) is a rapidly maturing branch of computer science since it can store data on a large scale. Many 

ML tools can be used to analyze data and yield knowledge that can improve the quality of work for 

both staff and doctors; however, for developers, there is currently no methodology that can be used. 

Regarding software engineering, there has been a lack of approaches to evaluating which software 

engineering tasks are better performed by automation and which require human involvement or 

human-in-the-loop approaches [1]. Big data has many challenges regarding analysis challenges for 

real-world big data [2], including OLAP mass data, mass data protection, mass data survey and mass 

data dissemination. Recently, a set of frameworks have been used to develop data analysis tools such 

as Win-CASE [3] and SAM [4]. The market has vast data analysis tools that can discover interesting 

patterns and hidden relationships to support decision makers [5]. BKMR used the R package as a 

statistical approach on health effects to estimate the multivariable exposure-response function [6]. 

Augmentor included the Python image library for augmentation [7], while for the visualization of 

medical treatment plans and patient data, CareVis was used [8], as it was designed for this task. Other 

applications require a visual interface using COQUITO [9]. For health-care data analytics, the widely 

known 3P tools [10] were used. Many simple applications, such as WEKA, which provided a GUI for 

many machine learning algorithms [11], while Apache Spark was used for the cluster computing 

framework [12], are powerful systems that can used in various applications for solving problems 

using big data and machine learning [13]. Software engineering for machine learning applications 

(SEMLA) discusses the challenges, new insights, and practical ideas regarding the engineering of ML 

and artificial engineering (AI) [14]. NSGA-II proposed algorithms for real-world applications that 

include more than one objective function for enhancing performance in terms of both diversity and 

convergence [15]. ML algorithms in clinical genomics generally come in three main forms: 

supervised, unsupervised and semi-supervised [16]. Interflow system requirement analysis (ISRA) has 

been used to determine the system requirements. 

2. Literature survey 

K.Vijiya Kumar et al. [17] proposed random Forest algorithm for the Prediction of diabetes develop a 

system which can perform early prediction of diabetes for a patient with a higher accuracy by using 

Random Forest algorithm in ma- chine learning technique. The proposed model gives the best results 

for diabetic prediction and the result showed that the prediction system is capable of predicting the 

diabetes disease effectively, efficiently and most importantly, instantly. Muhammad Azeem Sarwar et 

al. [18] proposed study on prediction of diabetes using machine learning algorithms in healthcare they 

applied six different machine learning algorithms Performance and accuracy of the applied algorithms 

is discussed and compared. Comparison of the different machine learning techniques used in this 

study reveals which algorithm is best suited for prediction of diabetes. Diabetes Prediction is 

becoming the area of interest for researchers in order to train the program to identify the patient are 

diabetic or not by applying proper classifier on the dataset. Based on previous research work, it has 
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been observed that the classification process is not much improved. Hence a system is required as 

Diabetes Prediction is important area in computers, to handle the issues identified based on previous 

research. Tejas N. Joshi et al. [19] presented Diabetes Prediction Using Machine Learning Techniques 

aims to predict diabetes via three different supervised machine learning methods including: SVM, 

Logistic regression, ANN. This project pro- poses an effective technique for earlier detection of the 

diabetes disease.  

Nonso Nnamoko et al. [20] presented predicting diabetes onset: an ensemble supervised learning 

approach they used five widely used classifiers are employed for the ensembles and a meta-classifier 

is used to aggregate their outputs. The results are presented and compared with simi- lar studies that 

used the same dataset within the literature. It is shown that by using the proposed method, diabetes 

onset prediction can be done with higher accuracy. Deeraj Shetty et al. [21] proposed diabetes disease 

prediction using data mining assemble Intelligent Diabetes Disease Prediction System that gives 

analysis of diabetes malady utilizing diabetes patients database. In this system, they propose the use of 

algorithms like Bayesian and KNN (K-Nearest Neighbor) to apply on diabetes patients database and 

analyze them by taking various attributes of diabetes for prediction of diabetes disease. 

3. Proposed Methodology 

In proposed system the combining Software Engineering and Machine Learning algorithms to 

improve disease prediction in health care systems and to minimize time taken to predict disease as we 

don’t have enough hospitals or bed to accommodate growing number of patients and we can solve this 

problem of predicting disease with less time by employing software and machine learning algorithms. 

Proposed method concept is known as SEMLHI Software Engineering with Machine Learning for 

Health Data).  

 

Figure 1. Proposed framework. 

Figure 1 shows the proposed framework. Propose SEMLHI consists of 4 components. In proposed 

work by using various size of dataset we are applying classification, clustering ore regression and to 

implement this concept is using Palestine Hospital dataset and this dataset not available on internet 

and also not publish this dataset on internet so using INDIAN DIABETES dataset. we will use this 

dataset to train above ML algorithms and then perform UNITTESTING to check all ML algorithms 

are giving accurate accuracy values.   

3.1 Preprocessing 
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Data preprocessing is a process of preparing the raw data and making it suitable for a machine 

learning model. It is the first and crucial step while creating a machine learning model. When creating 

a machine learning project, it is not always a case that we come across the clean and formatted data. 

And while doing any operation with data, it is mandatory to clean it and put in a formatted way. So, 

for this, we use data preprocessing task. 

Need of Data Preprocessing: A real-world data generally contains noises, missing values, and maybe 

in an unusable format which cannot be directly used for machine learning models. Data preprocessing 

is required tasks for cleaning the data and making it suitable for a machine learning model which also 

increases the accuracy and efficiency of a machine learning model. 

3.2 Splitting the Dataset  

In machine learning data preprocessing, we divide our dataset into a training set and test set. This is 

one of the crucial steps of data preprocessing as by doing this, we can enhance the performance of our 

machine learning model. Suppose if we have given training to our machine learning model by a 

dataset and we test it by a completely different dataset. Then, it will create difficulties for our model 

to understand the correlations between the models. If we train our model very well and its training 

accuracy is also very high, but we provide a new dataset to it, then it will decrease the performance. 

So we always try to make a machine learning model which performs well with the training set and 

also with the test dataset.  

3.3 ELM Prediction 

ELM is a kind of advanced neural network, consists of three layers such as input layer, hidden layer 

(number of neurons) and an output layer. The input layer captures the input variable, hidden layers 

make a linear relationship among the variables and the output layer presents the predicted value. The 

following principle that differentiates ELM from other traditional NN is based on the parameters of 

the feed-forward network, inputs weights and biases provided to the hidden layer. In ELM, the bias of 

the hidden layer and input weight are randomly generated, and the output is calculated by the Moore–

Penrose generalized inverse of the hidden layer output matrix. The randomly chosen input weight and 

hidden layer biases learn the training samples with minimum error. After randomly choosing the input 

weights and the hidden layer biases, SLFNs can be simply considered as a linear system. The main 

advantage of ELM, its structure does not depend on network parameters which produce stability. 

Hence it is useful for classification, regression, and clustering. Therefore, we adopted ELM as a 

classification model in predicting the software quality. Figure 2 shows the architecture of ELM with 

four input layers, ten hidden layers, and three output layers. The process of training and testing the 

ELM contains a network with two vectors of input vector and target output vector.  
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Figure 2. The architecture of the extreme learning machine 

4. Results 

In dataset, all values are the lab report values and ‘Class’ value contains 0 or 1 and ML algorithm will 

train with lab report values and Class Value and then generate a model. Generated train model we will 

apply on below test data to predict class label.  

 

Figure 3. Skewness Matrix 

In Figure 3, we can see names of columns and in boxes values with minus symbols are not important 

and only positive column values are important and ML algorithm will train only with positive values. 

In Figure 10, green colour dots are the records which contains no disease and red colour dots are the 

records which contains disease and this graph generated for all 154 test records. Now close above 

graph to see all ML prediction accuracy 

Table 1. Performance comparation 

Model KNN Naïve Random Logistic Linear SVC Proposed 
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Bayes Forest Regression ELM 

Accuracy 63.6363 70.1298 74.6753 75.3246 59.0909 92.8571 

 

In Table 1, we can see prediction accuracy of each algorithm and from all algorithm’s proposed ELM 

is giving good prediction accuracy and now all ML algorithms. 

 

Figure 4. Probability of diabetes 

 

 

Figure 5. Prediction from test data 
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Figure 6. Graphical Representation of comparation 

In Figure 5 for each test lab record ML predict whether disease is positive or negative. Figure 6 

represents ML algorithm names and y-axis represents accuracy of all those algorithms and from above 

graph we can conclude that proposed EML is giving better accuracy. 

5. Conclusion 

This research introduced a new methodology, that can develop health informatics application using 

machine learning. Our methodology used the grounded theory methodology to develop SEMLHI 

framework. Developers use SEMLHI methodology to analyse and developing software for the HI 

model and create a space in which SE and ML experts could work on the ML model lifecycle. 

Proposed framework includes a theoretical framework to support research and design activities that 

incorporates existing knowledge. Our work introduces a new approach form clustering and 

classification for ML in HI. SEMLHI methodology includes seven-phase, designing (encode data and 

Define outlier and cleaning up the data), implementing (Verification & Validation), maintaining and 

defined Workflows, structured Information, security and privacy, testing and performance, and 

reusing software applications. SEMLHI framework includes four modules that organize the tasks for 

each module and introduce a SEMLHI Methodological that enable researchers and developer to 

analyze health informatics software from an engineering perspective. The ultimate goal from a 

SEMLHI Methodological is to define a standardized methodology for software development in the 

Health area and include all stages from defining the problem until developing the application and get 

the result with the test stage. 
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