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Abstract: Traffic patterns significantly effects the performance of networks-on-chip (NoC) architectures. The 

rapid increase and unpredictable behaviour of traffic may cause delay in high-speed packet transmission that 

ultimately increase the cost of the system. Choice of topology is also a measure concern to cope up the uneven 

traffic patterns. In this paper, an analytical and experimental evaluation of various NoC architecture is carried 

out in terms of their performance capabilities. To evaluate the performance of the considered architectures, a 

number of architectural characteristics such as network diameter, degree and cost are evaluated and simulation 

results are obtained under different traffic patterns. An organizational model is proposed while considering the 

problem of delay in traffic engineering using different NoC architectures. The BookSim simulator is chosen for 

evaluating parameters like network latency, throughput and execution time. This is carried out by implementing 

different interconnection networks under five routing evaluation traffic models with appropriate selection of 

NoC architectures.  Effect of virtual channels (VC) is also assessed under same traffic pattern. Four regular 

topologies are used to carryout comparative studies namely standard 4 x 4 Mesh, Folded Torus, DIMB network 

and recently introduced Linearly Extensible Triangle Network (LECΔ). Based on the study carried out a high-

level modeling of NoCs with appropriate topology is evaluated under certain network parameters used to 

evaluate the performance of NoC architectures. Research in this direction shows that the number of cores in NoC 

architectures with appropriate routing techniques effectively reduce the cost and complexity of the system 

without losing the performance of architecture. 

 

Index Terms: Noc, BookSim Simulator, Traffic Pattern, Folded Torus 

1. Introduction 

Routing and Packet forwarding are the two fundamental tasks which are essentially carried out by a router. The 

main issue with NoC architectures is facing the delay while forwarding packets from source node to destination 

node. Internet and multimedia applications have caused network traffic to grow rapidly. On the other hand, there 

is a great emphasize how to cope with high-speed routers by overcoming increasing network delay. A typical 

router uses a routine table to initialize packet forwarding considering the next hop route. The choice of topology 

in NoC architectures has a significant impact in the design and implementation of best organisational model. As 

a result, it is equally important to assess the performance of specific routing algorithm on specific NoC 

architecture. Therefore, having appropriate scheduling mechanism and mapping it effectively on NoC systems is 

an integral process for a globally-optimized communication along with the design of architecture.  An enormous 

amount of research has been carried out to design and evaluation of the performance of such networks [1], [2], 

[3]. 

Designing asynchronous architecture is more modular and do not suffer from issues incurred in synchronous 

architectural design. However, there is not much support from the Electronic Design Automation industry for 

asynchronous systems. Thus, a combined idea of synchronous and asynchronous designs is more popular in the 

NoC architectures [4]. Reuse of computing cores by incorporating modularity certainly enhances design 

productivity and produces better results in terms of network latency and throughput. Thus, it enables a higher 

level of abstraction during NoC design through the architectural modelling and simulation. A number of 

different NoC topologies have been proposed for effective design of NoC based systems, however, mesh 

topology is considered the most generalised one by designers due to its simplicity and symmetrical layout [5], 
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[6]. The main issue with the mesh topology is in terms of communication layout as it has longer diameter that 

increases the communication latency. Torus topology is another better alternative which has reduced latency as 

compared to mesh. In torus topology wrap-around connections enable the connections of switches on the edges 

to the switches on the reverse edges which help to provide enhanced communication through wrap-around 

channels. A 4 x 4 mesh and folded torus are demonstrated in Fig. 1(a) and Fig. 1(b).  

 

  

(a) (b) 

Figure 1. (a) 4 x 4 Mesh (b) 4 x 4 Folded Torus network 

Wrap-around connections, however, may increase the routing delay in communication [7]. Network and traffic 

transmitters (router) need to react against congestions they can sense. This problem could be solved by folding 

the torus architecture and thus could be a better choice for NoC architectures [8].  

The attractiveness of an NoC architecture lies in the effective utilization in the network communication and that 

how much is it scalable for larger applications. Therefore, testing the network for NoC communication is an 

important issue which is addressed in this work. We used a BookSim network simulator which is designed to 

target NoC architecture communication. Many topologies exists in the configuration files and hence Booksim is 

considered more flexible. Multiple router architectures with diverse routing algorithms are also implemented 

with synthetic traffic patterns can be injected into the network. There are choices of switching techniques, virtual 

channels and buffer parameters. It can further be enhanced with new application and routing techniques. We 

have evaluated performance of four similar NoC architectures with performance metrics latency and throughput 

for a given set of traffic choices. In particular, simulation results are obtained for 16-cores mesh, folded torus, 

DIMB and LECΔ networks with both bit permutation as well as with digit permutation. 

 

The aim of this paper is to propose a performance model for effective design of NoC architectures under 

different traffic engineering. The paper consists of five sections. Section 2 describes the considered NoC 

architectures and their characteristics. Section 3 discusses setup used for simulation along with the simulation 

results. Section 4 discusses the results presented in section 3 and a comparative study is carried out to validate 

the proposed model. Section 5 concludes the paper.  

2. Related Works 

Topologies are evaluated for various performance metrics like latency, execution time and throughput. Each 

solution is generated with the help of a task graph. A number of regular and irregular network topologies has 

been studied and evaluated in the recent past. An irregular type of topology known as Undefined Topology 

Network on Chip (UTNoC) is proposed in which each router is connected to any other topology thus forming an 

interface in the system. However, each router can connect to just one processing element. Routing is carried out 

in terms of tables which are filled through a broadcast stage [9]. Da Silva et. al. proposed a similar approach to 

optimize the irregular topologies for real-time applications. However, the author considered the soft real time 

problem for optimization [10]. To decrease the average latency produced by the network and to enhance the 

throughput an optimization approach is required particularly for hard real-time applications. For mapping of the 

routers in to task graph, a heuristic algorithm is used. The algorithm utilizes an irregular topology in an efficient 

manner and make it capable to increase the number of tasks (packets) in order to meet the deadline without 

increasing the average latency of the NoC. The proposed work helps in the selection of best model in terms of 

architecture and routing mechanism that suits for such applications. 

The selection of the right topology is another important task along with the appropriate routing algorithm. Both 

the entities are important for evaluating the performance of a NoC architecture. Some of the famous topologies 

for on-chip technologies are cube-based topologies, tree networks, fat-tree, ring, torus and 2D-mesh and a 
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number of variants of mesh and torus [11], [12], [13]. Mesh and torus are considered to be most commonly used 

architectures for such NoC performance investigations. Apart from the listed conventional architectures, there is 

a plethora of hybrid NoC architectures that include the characteristics of different class of networks.  LECΔ and 

DIMB are two such networks reported recently.  LECΔ is a hybrid architecture reported recently which 

conceives the desirable characteristics of cube-based architecture like small diameter and degree as well it is 

having simpler and symmetrical architectural layout in analogy to conventional 2D architectures [14]. A 4 x 4 

LECΔ architecture is having a symmetrical structure and scales effectively for greater size of network. The 

skeleton of LECΔ network is shown in Figure 2 (a) in which X0, X1, X2….Xn represents the n-core architectures 

whereas the 4 x 4 system is derived by using 4 LEΔ networks and depicted in Fig. 2(b). The LECΔ network 

architecture is considered to evaluate and compare the performance with conventional NoC architectures.  

 

  

(a) (b) 

Figure 2. (a) Basic Layout of 4 x 4 LECΔ                        (b)  A 4 x 4 LECΔ on chip architecture 

 

DIMB is another similar architecture which is designed to reduce hop count and hence network latency. The 

native topology to design DIMB is de Bruijn network which has constant node degree and hence known as de 

Bruijn inspired Mesh-based (DIMB) topology. The DIMB is similar to LECΔ network in the sense that it has 

low diameter and cost. DIMB is formed like an n x n Mesh topology in which each node has an address of (X, 

Y) which is inspired from a 2-D Mesh, in which X and Y represent the horizontal and vertical de Bruijns 

network [15]. To reduce the diameter and the average inter-node distance of the network the nodes at the edges 

of the DIMB are inter-connected with each others. This will further enhance the performance of an NoC that 

utilizes the concept of DIMB. We can add wraparound links to make a 2D torus-Bruijn. The layout of n x n 

DIMB architecture is demonstrated in Fig. 3. 

 

Figure 3. A 8 x8 DIMB network 

The topological characteristics of these networks is demonstrated in Table 1. In the present work a simulation 

study is carried out for conventional mesh, folded torus, DIMB and LECΔ networks to use them in NoC 

architectures.  

                                          Table 1. Characteristics of NoC Architectures 

 

Network 

Property 
Level 

Number 

of 

Nodes 

Diameter Degree 

 

Cost 

 

Network 

 

N 
   

 

Mesh N N
2 

2(N-1) 4 4*(2(N-1)) 
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DIMB  N N
2
 N N N

2
 

FTorus N N
2
 N-1 4 4(N-1) 

LEC∆ N 
2

4
N [Core/16] 

+ 3 

4 4([Core/16] + 

3) 

3. Simulation Results 

For evaluating the accuracy of each considered NoC architecture, every simulation run consists of experiments 

under certain simulation parameters for different traffic under the same environment. For analysing the 

performance, we have evaluated the behaviour with uniform, bit permutation and digit permutation type of 

traffics [16], [17]. In particular a total of five set-up are made each for uniform, bit reversal, bit complement, 

transpose and tornado traffic patterns. The parameters like virtual channel (VC) plays an important role when 

evaluating the performance under a variety of traffics [18]. The value of VC can be set to 2, 4, 6 and 8 for 

different set-up. Experiments are done for several combinations of network sizes, message lengths, VCs and 

buffer values. However, in this paper simulation results for VC = 6 are obtained and described to get the actual 

behaviour of the considered networks. 

3.1. Effect on Network Latency 

Latency is one of the important parameters to evaluate the performance of a NoC architecture. To observe the 

behavior of latency the simulation run consists of generating packet injection rate for different pattern of traffic 

and evaluating latency on to various considered NoC architecture with VC equal to 6. The estimation of latency 

is obtained and the curves are plotted as latency against packet injection rate and are shown in Fig. 4 (a) to Fig. 4 

(e).  

       

Fig 4 (a) Network Latency with Uniform Traffic 

 

Fig 4 (b) Network Latency with Bitcomp Traffic 
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Fig 4 (c) Network Latency with Bitreverse Traffic 

 

Fig 4 (d) Network Latency with Tornado Traffic 

 

Fig 4 (e) Network Latency with transpose Traffic 

              Fig. 4. Network performance Under Different Traffic Patterns 

The results shown in Figure 4 (a) to Figure 4(e) clearly indicate that the LECΔ and Folded Torus networks are 

producing better results under almost all types of traffic engineering except the results obtained with Bit-reversal 

traffic is little bit. This is due to the fact that LECΔ network does not have wrap around connections at each level 
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of the network. From the curves shown it can be argued that the LECΔ network could be a better choice to 

design an NoC system.  

3.2. Effect on network Throughput  

To test the different networks for throughput superiority the average throughput is evaluated for a particular 

configuration of network with varying injection rate under different scenarios of traffic pattern. The throughput 

may also vary depending upon the network size. We evaluated throughput for fix 8 x8 size networks and 

comparative charts are drawn for different networks with different traffic patterns and demonstrated in Fig. 5. 

Observing the simulation results obtained for different 4 x 4 network in terms of throughput it is analysed that 

LECΔ network is producing higher throughput in all the traffic patterns like standard Mesh network. For lesser 

values of injection rate, the performance of Folded Torus network is very poor. Similarly, in case of uniform 

traffic even the performance of mesh is also degraded. The DIBM, however, producing comparable results. 

Therefore, performance in terms of throughput make the new networks notable. 

 

            Fig. 5. Network performance in terms of Throughput Under Different Traffic Pattern 

 

3.3. Effect on Execution Time 

To evaluate and compare the performance, the total execution is evaluated for attaining the desired throughput 

with minimum delay in communication under different traffic patterns. The curves are drawn in the similar 

fashion as that used for evaluating the network latency and shown in Fig. 6 (a) to Fig. 6 (e). Again, as we noticed 

that the execution time for LECΔ network is always lesser in all the traffic patterns. In case of Bit-complement 

traffic, though the LECΔ network produced greater latency, however, it has lesser impact on execution time. 

Similarly for Tornado traffic, in which LECΔ network shows lesser improvement in throughput but it does not 

have greater impact on execution time. Increasing the injection rate does not have much effect on the execution 

time. It shows that the LECΔ network equally performs for higher levels of task structures or in fact producing 

even better results for higher levels.    

  

                                                 Fig 6. (a) Execution Time with Uniform Traffic 
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                                                  Fig 6. (b) Execution Time with Bitcomp Traffic 

 

Fig 6. (c) Execution Time with Bitreversal Traffic 

 

Fig 6. (d) Execution Time with Tornado Traffic 
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Fig 6. (e) Execution Time with Transpose Traffic 

                          Fig. 6. Variation of Execution Time under different Traffic pattern 

4. Discussion 

As described in section 3 we have used five types of traffic patterns namely uniform, bit-complement, bit-

reversal, tornado and transpose type of traffic patterns. According to the simulation results demonstrated in 

previous sections, the LECΔ network architecture has a better performance in terms of latency as compared to 

the equivalent Mesh, Folded Torus and DIMB NoC architectures. The network only fails to cope up with latency 

under bit-complement traffic in which there is sharp rise in latency. The result is depicted in Fig. 4. (b). For other 

traffic patterns the LECΔ network attaining outstanding performance. The reason is that the average distance a 

message travels in the network in a DIMB network is lower than that of a mesh. 

When comparing the performance in terms of throughput there is significant improvement in case of LECΔ 

architecture as compared to other considered network on chip architectures. This trend is obtained for all types of 

traffic patterns as shown in Fig. 5. Particularly, the LECΔ and Mesh networks are producing similar results with 

an improvement of approximately 75% in throughput in case of LECΔ network for almost every type of traffic 

pattern. Similar patterns are observed for mesh and folded torus as both of them are having equal number of 

cores with one hop routing distance. In DIMB, all links are not connected directly which restrict a limited 

improvement in throughput.  

For the accurate estimates of the effectiveness of the proposed topologies, execution time is evaluated is terms of 

task completion or reaching to the saturation value of throughput at a particular stage of packet injection. The 

curve shown in Figure 6 indicate that similar behaviour is obtained for all the considered NoC architectures 

when different traffic patterns are applied to them. The performance of folded torus network is slightly lesser as 

compared to other networks in case of bit reversal traffic, on the other hand with the same traffic, LECΔ 

producing best performance. For other traffic pattern also, LECΔ network taking lesser execution time to achieve 

the desired performance.  Fig.  6. (d) shows an improvement of approximately 50% reduction in execution time 

for folded torus and LECΔ networks. As demonstrated in Table 1, LECΔ network is having good parameters 

which are required for network NoC communication and also having lesser cost. Therefore, LECΔ network 

could be considered a best choice in terms of topological characteristics as well as for good on-chip 

communication.  

5. Conclusion 

In this paper, a simulation model for core mapping using different traffic pattern is proposed.  The regular mesh, 

folded torus, DIMB and LECΔ topologies are considered as NoC networks. BookSim simulator is used to test 

and evaluate the performance of considered networks in terms of communication latency, execution time and 

throughput. Comparative study is carried out and curves are drawn for latency and throughput with packet 

injection rate. Compared with two latest network architectures namely LECΔ topology and DIMB and two 

conventional architectures i.e., conventional mesh and folded torus networks, the simulation results show that 

significant improvement on the network latency is obtained for a variety of network traffic. Execution time of 

the task graph is achieving desired performance with similar pattern for all the considered NoC topologies. The 
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LECΔ topology producing 75% improvement in throughput and 50% reduction in execution time when 

compared to other similar considered networks. The better performance of LECΔ network may be attributed for 

its good topological properties such as small diameter and cost. Moreover, the proposed LECΔ network is 

scalable and even better results are obtained for larger size of networks and with varying values of VCs under 

different traffic patterns. 
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