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Abstract 

The prevalence of diabetes mellitus (DM) as a disease is considered to be a leading cause of mortality rate in the world and 

tends to effect eye sight, kidney and heart of a human body. Since its occurrence triggers diversity in health issues; detecting 

it at the right phase is mandatory. For this reason, multiple research scholars have contributed their work in this field of study 

by adapting to various data mining techniques and thereby reducing the overall workload of medical practitioners. Detection 

of diabetes mellitus using such techniques have also resulted in its early diagnosis and thereby enhanced the overall 

treatment of detection at the right stage. The phenomenon of diabetes mellitus can however be categorized as Type 1 and 

Type 2 diabetes; wherein Type 2 diabetes is responsible to cause heart diseases. Therefore, the primary aim of the research 

study is to detect the occurrence of DM by utilizing techniques of data mining. For this reason, the authors have 

implemented the back propagation technique to classify whether an individual is diabetic positive or not. In addition to the 

back propagation technique, the authors have also implemented Naïve Bayes, Random Forest and J48 with input of neural 

networks having 8 parameters. The execution of these algorithms is performed using 6 hidden layers of neuron on the PIMA 

dataset and is further applied on R studio. Throughout the implementation, it has been observed that the back propagation 

technique generated highest accuracy in comparison to the working implementation of Naïve Bayes, Random Forest and 

J48.  
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Introduction 

The occurrence of diabetes mellitus (DM) is identified by high levels of sugar and glucose in blood and is 

therefore declared to be as a chronic disease that conducts to serious impairment of kidney and heart diseases in 

a human body. As per survey reports conducted by diabetes federation [1] an approximate number of 400 

million people suffer from diabetes and are yet unaware about it. The number is however expected to double by 

2035. Hence, its early detection in the right stage has become a mandatory task for not only medical 

practitioners, but also research scholars. The occurrence of diabetes can however be characterized into four 

types: the first category being referred to as Type 1 diabetes that majorly occurs in young age group of people. 

This category of diabetes is also labelled to as juvenile diabetes wherein the occurrence of the disease tends to 

destruct the immune system of a human body by releasing cells that deteriorates the level of insulin in the blood 

[2]. This triggers to less production of insulin in the human body. The second category of DM is referred to as 

Type 2 diabetes and can therefore occur at any age amongst individuals. This category of diabetes is also 

labelled to as insulin independent diabetes; wherein the human body becomes completely resistant to insulin and 

stops its production in the human blood [3]. The third category of diabetes is referred to as gestational diabetes 

that majorly tends to occur and affect pregnant women [4]. According to statistics, 18 percent of pregnant 

women suffer from gestational diabetes and is majorly induced due to fluctuations in sugar levels. The final 

category of diabetes is referred to as pregestational diabetes and occurs during pregnancy wherein the body 

becomes resistant to production of insulin the blood.  

Therefore, such instances of DM occurrence tends to have a major effect on the human body, including to 

damage of retina, loss of vision, liver problems and cardiovascular diseases. Hence in such a scenario; detection 

of diabetes mellitus (DM) becomes a significant challenge. For this purpose, the implementation of data mining 

techniques is majorly used wherein; the data is initially extracted from a repository and patterns of prediction are 

formed from historic events that have occurred in the past. Such historic events are stored in the database and 

thereby contribute in various domains of banking and healthcare [5]. The adoption of such techniques occurs on 

a larger set of data that helps to predict the occurrence of the disease at the right stage with optimized results. 

However, there are multiple algorithms and techniques that can be used to detect the occurrence of the same. 

Therefore, the primary aim of the research study is to detect the occurrence of diabetes mellitus using such 
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existing data mining techniques and thereby predicting the disease at the right stage with generation of 

optimised results. For this purpose, following are the contributions of the study: 

• To generate a novelty in the proposed system 

• To conduct a thorough literature survey and analyse the limitations of the existing system 

• To implement data mining techniques and generate optimised results 

The organization of the research thus proposed is sequenced by an introduction of diabetes mellitus followed by 

literature survey of various authors performed in the same field of domain. The research then mentions the 

proposed methodology along with the algorithms thus used to predict the same. A detailed architecture of the 

system model is briefed followed by conduction of experimental results. The paper finally comes to an end by 

summarizing the conclusion in accordance with the references.  

 

Literature Survey 

In a research work proposed by authors Sajida Perveena et.al in [5]; they performed data mining classification 

techniques to predict the occurrence of diabetes mellitus in the early stages. For this purpose, they obtained the 

PIMA dataset from Kaggle repository and worked on 516 patients. The analysis thereby included the 

examination of glucose levels, blood pressure and BMI of the registered patient. The entire classification of the 

patient as diabetes positive or not was based on the implementation of three data mining algorithms namely; 

AdaBoost, bagging ensemble and J48. The surveillance data was initially obtained and went through the pre-

processing stage. This stage however comprised of labelling the data using binary notions of 0 and 1; wherein 0 

represented diabetes negative and 1represented diabetes positive patient. After the stage of pre-processing the 

data; the dataset from the repository was further visualized using count plots. This visualization helped to 

classify DM positive and negative patients. The data was then further sent for the training phase; with 80 percent 

of the overall data and used for testing purpose on the above mentioned algorithms. 20 percent of the overall 

dataset was implemented on data mining algorithms. Throughout the execution of the dataset, it was observed 

that the implementation of J48 resulted in the generation of highest levels of accuracy with a precision factor of 

81 percent. A similar work was further extended by authors Megha Borse et.al in [6] wherein they combined the 

implementation of data mining techniques along with neural networks. The usage of neural networks helped to 

enhance the overall system through its hidden layers. The hidden layers thereby consisted of 8 parameters of 

neurons which were further trained using 10 cross-fold validation techniques. The overall implementation was 

also performed using back propagation technique. This was primarily done to trigger the neuron in the forward 

direction with its initial weight matching the biases thus dedicated to each neuron. The overall implementation 

was deployed using MATLAB as the software tool. The authors also created a GUI as a user friendly 

interaction; wherein the patient could enter his personal details such as glucose levels, blood pressure, age BMI 

etc. the GUI would then classify the patient as DM positive or negative based on his health factors. The data 

mining techniques however used by the authors included the execution of SVM, KNN and J48. On experimental 

analysis; it was witnessed that the implementation of SVM generated optimised levels of accuracy and gave a 

precision factor of 85.23 percent.  

Authors Kumari Deepika et.al in [7] conducted their experiments on the PIMA dataset which was obtained from 

the Kaggle repository. The dataset comprised of 786 diabetic and non-diabetic patients. The overall dataset was 

spread over two csv files that consisted of train and test data. 70 percent of the dataset was used for training 

purpose and 30 percent of the dataset was used for testing purpose. The author further trained the dataset on four 

data mining algorithms namely; SVM, KNN, Logistic Regression and a stacking model. The stacking model 

was thus built using Meta classifiers and based classifiers. The Meta classifiers used by the author were the 

execution of AdaBoost algorithm and logistic regression; whereas the execution of base classifier was fulfilled 

through the execution of J48. Once the data was trained and tested; the dataset further underwent the process of 

validation. This stage included validating the train dataset using 10 fold cross validation which was run for 20 

epochs. Adam was used as the optimiser with ReLu as the activation function. Through the executional run; it 

was observed that the validation error was eventually reduced with an increase in validation accuracy. The 

overall precision factor thus obtained was witnessed to be 89.23 percent and was achieved through the 

implementation of stacking algorithm.  
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In a similar work proposed by authors VeenaVijayan et.al in [8]; they predicted the occurrence of diabetes 

mellitus amongst patients using the BMI index level, glucose levels and blood pressure levels in a human body. 

The prediction mechanism also involved categorizing the patient with Type 1 or Type 2 diabetes. This 

categorization helped to assist the algorithms wherein; the final classification of the patient as DM positive or 

DM negative could be done. The diagnosis of diabetes mellitus was further enhanced through the 

implementation of four data mining based algorithms which included the execution of AdaBoost, gradient boost, 

logistic regression and a hybrid algorithm. The implementation of the hybrid algorithm was similar to the one 

occurring in the research work proposed by authors in [7]. However, the Meta classifier used in this research 

comprised of J48 and SVM whereas the base classifier used comprised of KNN. The overall dataset was split 

into training, testing and validation phase; with the split ration of 70:20:10 respectively. The dataset used was 

obtained from Kaggle repository and thereby consisted of csv files as train and test. The dataset further included 

historic data of 750 patients which were further categorised as DM positive or negative patients. Throughout the 

implementation, it was observed that the executional run of hybrid algorithm generated highest levels of 

accuracy and produced a precision of 91.56 percent. 

Authors Jianxin et.al in [9] conducted their analysis based on patient’s historic data. This data included his 

personal details such as BMI index, age, weight, glucose levels and cardiovascular movements. The details also 

included his body attributes such as that of waist and hips. PIMA dataset was used for the detection and 

prediction of diabetes mellitus in a patient. However, the research work of the author included a detailed study 

being provided on Type 2 wherein the production of insulin is completely stopped in a human body and the 

body becomes resistant to the same. Since the occurrence of Type 2 diabetes can take place in people from any 

age group; patients who were aged above 60 were also diagnosed. It was observed that majority of the patients 

were still unaware of the presence of the disease in their body that eventually led to loss of vision and triggered 

kidney diseases. Hence the detection was highly made a compulsion. To execute the proposed research; the 

authors implemented three data mining algorithms along with a combination of neural network that comprised 

of multi-layer perceptron (MLP). The usage of an MLP led to the generation of hidden layers based on 

evaluation of 7 parameters. The layers however comprised of neurons that eventually enhanced the overall 

working implementation of the proposed model. The data mining algorithms included the execution of SVM, 

KNN and AdaBoost. On implementation, it was observed that the MLP generated optimised and better results 

and gave a precision factor of 91.23 percent.  

 

Proposed Methodology 

The primary aim of the proposed work is to detect the occurrence of diabetes mellitus in a patient and further 

classify him as DM positive or negative. For this purpose, we have used data mining techniques to detect the 

same. The usage of data mining technique enables to gain insights from the past and take into consideration the 

patients’ health records such as his age, BMI index, glucose levels, blood pressure, eye vision, cardiovascular 

status etc. Once the algorithms thus used gets access to this patient data; the respective algorithms are further 

trained and tested using cross fold validation technique. The entire process of data mining thus helps to retrieve 

past data and further predict the occurrence of the disease in the future. Therefore, this process helps to analyse 

and identify the disease in the early stages of its occurrence. However for the execution of the proposed work, 

the authors acquire the repository from PIMA dataset and further perform its analysis on the same. The obtained 

dataset then undergoes the stage of pre-processing wherein; the noisy and redundant data is discarded. This 

process is done to filter necessary attributes of patient data and further use t for training purpose. The pre-

processing phase also involves a data cleaning technique wherein irrelevant data is filtered so as to create a 

subset of relevant data. After this stage; a process of normalization is followed wherein; mathematical equations 

to calculations of min-max values are obtained. The system model then undergoes the process of cross 

validation wherein the model is run for 20 epochs using Adam as the optimizer and ReLu as the activation 

function. A 5 cross validation process is performed at this stage. The process of back propagation is thus 

followed after cross validation technique. Back propagation is primarily done to classify the patient as DM 

positive or negative. This classification is done on the PIMA dataset thus obtained. The system is then trained 

and tested on respective data mining techniques thus used. For the purpose of implementation of the proposed 
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research study; the authors have used Random Forest, J48 and Naïve Bayes as data mining algorithms. Once the 

entire system model is trained and tested on the above mentioned PIMA dataset; the system then undergoes the 

process of performance evaluation. This step is mandatory so as to declare the optimised model amongst the 

three algorithms thus executed. The declaration is however done on the basis of accuracy thus obtained. The 

entire executional process and the workflow of the same is depicted in figure 1 below:  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Architecture of Proposed Methodology 

 

A. Description of the dataset used 

The entire study of the research has been executed on the PIMA dataset thus obtained from Kaggle repository. 

The dataset however, consists of 786 DM instances of patients with 8 attributes belonging to each patient. The 

attributes are however labelled using two classes as either numeric or normal. The attributes thus used is 

depicted in the table below: 

Table 1: attributes of DM patients used in the dataset 

 

 

 

 

 

 

 

 

 

 

 

 

 

B. Data Pre-Processing 

Data pre-processing is one of the most significant steps that is carried out throughout the implementation of data 

mining technique. It is in this step; that the inconsistency in the data is thus removed. Data pre-processing is 

primarily done so as to balance the data obtained from the dataset. The data balance is performed to generate 

optimised results during the training and testing phase of the system model. On the other hand, the pre-
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processing stage also includes identifying missing and NULL values from the dataset and thereby discarding it 

so as to maintain overall consistency. 

 

C. Data Normalization 

Data normalization is primarily done to convert the obtained data from the dataset into a format that is readable 

by data mining algorithms. This conversion and transformation of data is however carried out using aggregation 

techniques such as mathematical calculation of min-max values. For the implementation of the proposed thesis; 

the authors have used the normalization technique of converting the data into suitable format using min-max 

values performed through aggregation.  

 

D. Methodologies Used 

• Back Propagation 

The implementation of a back propagation technique involves the functioning of a conventional neural network. 

However, back propagation is considered to be a feed-forward based neural network that is responsible to adjust 

the weights and thereby assign respective bias to the neurons thus involved. The working of a neural network 

occurs through neurons wherein all the layers are stacked between input vectors. Every input is being passed 

through a neuron; a function is applied to it and later fed to the next stages. The entire procedure majorly 

comprises of the input layer, hidden layer and the output layer. For the purpose of implementation of the 

proposed thesis; 4 hidden layers with each layer having 8 neurons is implemented. The hidden layer is further 

responsible to inhibit large epoch values using Adam as the optimiser [10]. 

• Naïve Bayes 

In order to handle classification issues, a Naive Bayes algorithm is typically used. This algorithm is known as a 

naive algorithm since each feature's principal occurrence in it occurs independently of all other feature 

occurrences. But, the algorithm's overall forecast is based on probability and the correlation between the 

estimated probabilities and the likelihood that the event will occur. The main variables that make up this 

algorithm's implementation are entirely determined by the likelihood that the symptoms will emerge [10]. 

• Random Forest 

The application of random forests is one of the most successful ensemble methods used for classification in data 

mining. This method is well recognised for its tendency for prediction and estimation based on probability. A 

group of numerous trees is typically referred to as a "random forest," in which each decision tree within the 

group contributes to the generation of a vote. The majority of the votes cast are accountable for indicating a 

choice about the object's class. As a result, random forests are frequently referred to as a hierarchical group of 

trees. The dataset used in the experimental investigation for our research is large enough to contain several 

attributes for a single instance [10].  

• J48 

The implementation of J48 is a data mining technique which is considered to be an extension to the ID3 data 

mining technique. The working implementation of J48 involves feature detection of missing values and thereby 

building a classification model with value ranges that falls under the continuous category of PIMA dataset.  

 

Results 

This section of the research illustrates the results thus obtained on conduction of the experiments. 
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Figure 2: Confusion Matrix 

The confusion matrix created in this manner for diabetes prediction is shown in the figure above. The values 

from the Random Forest approach, which produces 93 true positive cases and 14 false positive cases for 

predicted patients with diabetes, are shown in the aforementioned figure (a). On the other hand, for patients 

without diabetes, the RF technique produces 18 false negatives and 29 real negatives cases. Similar to this, 

confusion matrices are used to create all of the values for different algorithms. Nonetheless, it is crucial to 

highlight that back propagation implementation, which yields an overall testing accuracy of 81.81 percent as 

seen in table 2, provides the maximum accuracy. 

 

Table 2: Accuracies of algorithms 
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Conclusions 

The primary aim of the research study is to determine and predict whether the patient inhibits diabetes mellitus 

or not. For this purpose, the authors have used the conceptual theory of data mining algorithms and predicted the 

same using random forest, Naïve Bayes, J48 and techniques of back propagation. The dataset used for the same; 

is collected from the Kaggle repository and worked upon the PIMA dataset. The PIMA dataset however 

comprises of 768 patient instances with 8 attributes to be analysed. On experimentation analysis; it has been 

observed that the executional implementation of back propagation technique which involved the usage of hidden 

layers tends to generate an optimised result in comparison to other algorithms. However, the accuracy thus 

produced was witnessed to be 81.81 percent. The same work can be extended in the future with usage of larger 

datasets which can further be enhanced through data augmentation techniques. 
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