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Abstract: Diagnosing diabetic retinopathy (DR) with colour fundus images is a difficult and time-consuming task due to a 
complex grading system and the demand for qualified doctors to determine the existence and importance of multiple 
microscopic characteristics. In this work, we propose a CNN approach for appropriately assessing DR severity from digital 

fundus images. We build a network with CNN architecture and data augmentations that can identify the intricate components 
necessary for the classification task, such as micro-aneurysms, exudate, and retinal hemorrhages, and then automatically offer a 
diagnosis without user input. We use a top-tier graphics processing unit (GPU) to train our network using the publicly available 
Kaggle dataset, and the results are excellent, especially for a challenging classification test. Our suggested CNN achieves a 
sensitivity of 95% and an accuracy of 75% on 5,000 validation images on the data set of 80,000 photos used.[1] 
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1. Introduction 

One of the main causes of blindness in the western world is diabetic retinopathy (DR). The number of persons 

with diabetes is expected to keep growing due to causes such as rising life expectancy, luxurious lifestyles, and 

other contributing variables. It has been demonstrated that routinely checking diabetic patients for DR is an 

essential and cost-effective part of their management. The timing and accuracy of this care have a critical role in 

the cost and efficacy of the treatment. This is a crucial step since, if diagnosed early enough, effective treatment 

for DR is available. 

The weighting and placement of various features are necessary for classifying DR. This takes a lot of clinicians' 

time. Once educated, computers can make classifications significantly more quickly, improving the real-time 

classification assistance for clinicians. Computer imaging research has been actively investigating the 

effectiveness of automated grading for DR, with positive results. The detection of DR characteristics using 

automated techniques like support vector machines and k-NN classifiers has received a lot of attention. Most of 

these classification methods use a two-class system for DR or no DR. 

 A subset of deep learning known as convolutional neural networks (CNNs) has a remarkable track record for use 

in image processing and interpretation, including medical imaging. Network architectures created specifically to 

cope with picture data were regularly constructed with meaningful applications starting in the 1970s, and they 

outperformed other methods for difficult jobs like handwritten character recognition. Yet it wasn't until a number 

of advances in neural networks They were able to solve more challenging picture identification issues thanks to 

innovations like dropout, rectified linear units, and the associated rise in computing power provided by graphical 

processor units (GPUs). Currently, massive CNNs are used to successfully complete extremely challenging 

picture recognition tasks with a wide range of object classes. Several of today's cutting-edge image classification 

tasks, including the yearly ImageNet and COCO challenges, use CNNs.[2] 

 Within automated grading, and specifically CNNs, there are two basic problems. A suitable offset between 

sensitivity (patients accurately identified as having DR) and specificity (patients correctly identified as not having 

DR) is one goal. For national criteria, which is a five-class problem into normal, mild DR, moderate DR, and 

severe DR, this is significantly harder, and numerous DR classes. In neural networks, overfitting is a significant 

problem as well. The network overfits to the class that is most prevalent in the dataset when the dataset is skewed. 

Massive skewedness is common in large datasets. Less than 3% of the photographs in the dataset that we utilized 

were from the 4th and 5th grade, therefore modifications to our network were necessary to ensure that it could still 

learn the properties of these images. 

In this study, we present a CNN method based on deep learning for the classification of DR in fundus images. As 

was mentioned previously, this is a medical imaging task with growing diagnostic value that has been the focus of 

numerous investigations in the past. From what we can tell, This is the first paper to discuss the CNN-based five-
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class classification of DR. The CNN is modified using a number of new techniques to fit our huge dataset. The 

performance and capacities of our network are then examined. 

The rest of this essay is structured as follows. An overview of relevant research is provided in Section 2, the 

CNN's architecture and the training techniques are described in Section 3, the experiment results are shown in 

Section 4, and the paper is concluded with a discussion of the findings and recommendations for further research 

in Section 5. 

2. Review of Related Studies 

With hopeful outcomes, extensive study has been done on the techniques for a binary categorization of DR. 

Gardner et al. achieved sensitivity and specificity results for yes or no classification of DR of 88.4% and 83.5% 

using neural networks and pixel intensity measurements. They divided each image into patches using a small 

dataset of 200 photos, and before applying SVM, they required a physician to identify the patches according to 

certain criteria. 

Moreover, DR has been classified into three categories using neural networks. Nayak et al combined textural 

metrics with features like the area of exudates and the amount of blood vessels. To categories pictures into normal, 

non-proliferative, and proliferative retinopathy, features are fed into a neural network. These features served as the 

input for the neural network's classification algorithm. By contrasting the detection results with expert 

ophthalmologists' ratings, the results were validated. They showed a 93% classification accuracy, a 90% 

sensitivity, and a 100% specificity. This was done on a dataset of 140 photos, and feature extraction, which can 

take some time, was needed on each image in both the training and testing phases. 

Support vector machines have been employed in the great majority of studies on the five-class classification that 

have been conducted (SVMs). The five classes may be recognized automatically thanks to a method developed by 

Acharya et al. Using a higher-order spectrum approach, features are retrieved from the raw data, which represent 

the variation in the shapes and contours in the images, are supplied into the SVM classifier. [3] 

     

                    

(a) No DR (b) Mild DR (c) Moderate DR 

 

(d) Severe DR (e) Proliferative DR 

Fig 1: Stages of diabetic retinopathy (DR) with increasing severity 

 

This SVM approach reported average accuracy, sensitivity, and specificity of 

82%, 82%, and 88%, respectively. By calculating the areas of several 

features,  including hemorrhages, micro-aneurysms, exudate, and blood 

vessels, Acharya et al. 19 have developed a five-class classification 

approach. Using image processing techniques, the features deemed to be the 

most significant, including blood vessels, micro-aneurysms, exudates, and 

hemorrhages, were retrieved from the raw pictures. After that, the SVM 

received these for classification. With the help of this approach, a sensitivity 

of 82%, specificity of 86%, and accuracy of 85.9% were attained. These 

approaches were developed on comparatively short datasets, and the loss in 

sensitivity and specificity was probably caused by the five class problem's 

complexity. 

The automated diagnostic for DR created by Adarsh et al. included the 

detection of retinal blood vessels, exudate, micro-aneurysms, and textural Fig 2: Network architecture 
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features. The feature vector for the multi-class SVM was built using the 

lesion area and texture features. Using the public 89 and 130  

picture datasets, DIARETDB0 and DIARETDB1, respectively, this achieved accuracies of 96% and 94.6%. 

Each of the first five class approaches needed to extract features from the photos before feeding them into an SVM 

classifier, and they were only successfully tested on tiny test sets of about 100 images. Compared to a CNN, these 

methods are less applicable in real-time. [3] 

 

3. Method and Structure 

We selected the structure of our neural network, which is shown in Fig 1, after evaluating the literature for 

different picture identification tasks. More convolution layers are thought to help the network learn more specific 

information. For example, whereas [12],[14] 

 

                                       

                   (a) Original image                    (b) Preprocessed image            (c) augmented image 

 

                                Fig 3: Illustration of the preprocessing and augmentation processes 

3.1. Preprocessing 

Images from patients representing a wide range of ages, ethnicities, and lighting conditions were included in the 

dataset. As a result, needless variation that is unrelated to classification levels is created in the images' pixel 

intensity values. This was addressed by applying color normalization using the OpenCV (http://opencv.org/) 

module to the images. The outcome of this is depicted in Fig 3. (b). Furthermore having a high resolution, the 

photos took up a large amount of RAM. The dataset was downsized to 512x512 pixels so that the NVIDIA K40c 

could handle it while still preserving the complex features we wanted to discover. 

 

3.2. Training 

Prior to reaching a substantial level, the CNN underwent pre-training on 10,290 images. This was required in 

order to obtain a classification result pretty quickly without significantly increasing training time. The network 

was trained on all 78,000 training photos for an additional 20 epochs after 120 epochs of training on the initial 

images. With datasets like ours, where the bulk of the photos are categorized into one class—those displaying 

no indications of retinopathy—neural networks suffer from severe over-fitting. We created real-time class 

weights in the network to address this problem. The class-weights were modified for each batch loaded for 

back-propagation at a ratio corresponding to the number of photos in the training batch that were identified as 

showing no evidence of DR. This significantly decreased the probability of over-fitting to a certain class. 

Using stochastic gradient descent and Nestrov momentum, the network was trained. The weights were 

stabilized using a low learning rate of 0.0001 over a period of five epochs. This was improved to 0.0003 for 

the lengthy 120 training epochs on the original 10,290 photos, increasing the model's accuracy to over 60%; 

this took about 350 hours of training. The network was then trained using a modest learning rate on the entire 

training set of images. The accuracy of the network reached over 70% after a few sizable epochs with the 

entire dataset. Each time training loss and accuracy reached a saturation point, the learning rate was 

subsequently reduced by a factor of 10. 

3.3. Augmentation 

The original pre-processed photos were used to train the network just once. The network's localisation capabilities 

were then improved during training by using real-time data augmentation. At each epoch, random rotations of 0–

90 degrees, yes–or–no flips of the horizontal and vertical axes, and random shifts of the horizontal and vertical 

axes were applied to each image. Fig. 3 shows the outcome of an image augmentation (c). 
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4. Architecture of the CNN method for Segmentation of fundus images 

 

Fig 4: Architecture of the CNN Method for DR Detection 

 

 

 

 

 

 

Fig 5: Segmentation of fundus images 

 

 



Identification of Diabetic Retinopathy Using Machine Learning 

 

 129 

5. Results 

For validation reasons, 5,000 photos from the dataset were kept. It took 188 seconds to run the validation 

photos across the network. We define sensitivity as the number of patients correctly identified as having DR 

out of the genuine total amount of patients with DR and specificity as the number of patients correctly 

identified as not having DR out of the true total amount of patients with DR for this five-class problem. The 

number of patients with a correct classification is how we define accuracy. The final trained network has a 

final specificity of 95%, an accuracy of 75%, and a sensitivity of 30%. The network's classifications were de- 

fined numerically as follows: 0 - No DR Mild DR: 1 Moderate DR: 2 Three: Proliferative DR; four: Severe 

DR.[18] 

 

 

 

 

 

 

 

 

 

 

Fig 6: Confusion matrix of final classification results 

 

 

Model Performance: 

 

 

Fig 7: Model Performance Graph 
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Model Comparison: [19] 

 

Fig 8: Performance comparisons of various ML algorithms which can be 

used for Diabetic Retinopathy Detection 

 

6. Conclusion 

Our research has demonstrated that the CNN method can be used to approach the five-class problem for the 

countrywide screening of DR. The majority of proliferative instances and those without DR were correctly 

classified by our network, which has showed encouraging signals of being able to learn the attributes needed to 

categories the fundus images. High specificity has been traded for poorer sensitivity, as in earlier research 

employing huge datasets. Our approach, which uses a substantially larger dataset and no feature-specific 

detection, achieves results that are comparable to those of these earlier approaches. 

Our trained CNN can classify hundreds of images per minute, so using it in real-time whenever a new image is 

acquired could be useful. When a patient walks in for screening, in actuality, images are sent to doctors for 

grading and are not properly assessed. The trained CNN enables a quick diagnosis and a prompt response to a 

patient. The network also achieved these results by only using one image per eye.[8] 

The picture of a healthy eye is quickly recognised by the network. This is most likely a result of the dataset's 

abundance of healthy eyes. Much less learning was required to classify the photographs at the extreme ends of the 

spectrum during training. There were issues while trying to get the network to distinguish between mild, 

moderate, and severe DR instances. The low sensitivity, which largely came from the mild and moderate classes, 

suggests that the network may have had trouble learning specific enough signals to identify some of the more 

complicated components of DR. A similar issue that was identified and validated by a clinician is that 10% or 

more of the images in our database are classified as ungradable by national UK criteria. These images were 

classified as a class because they contain a minimum quantity of DR. Given that the images were misclassified for 

both training and validation, our findings may have been seriously hampered. [18] 

In the future, we intend to gather a dataset from actual UK screening setups that are significantly cleaner. As CNN 

continues to grow, deeper networks will be able to grasp the complex elements more easily than this network 

could. In terms of an established network topology, the results from our network are highly encouraging. Contrary 

to earlier techniques, nothing explicitly relating to the characteristics of our fundus images, such as vessels, 

exudate, etc., has been utilized. The CNN findings are outstanding as a result, but we have plans to tailor our 

network to this particular task in the future so that it can pick up on the subtler classification elements. We'll also 

compare these networks to five class SVM techniques that were developed using the same datasets.[13] 

We have demonstrated that CNNs can be trained to recognize the characteristics of diabetic retinopathy in fundus 

images. As networks and databases continue to develop, CNNs will eventually be able to offer real-time 

classifications, which will be immensely helpful to DR physicians. 
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