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Abstract 

Alzheimer's disease (AD) is a sort of brain condition that leads to the loss of daily 

functioning. Early diagnosis and classification of Alzheimer's disease remain unexplored due 

to the rapid progression of Alzheimer's patients and the absence of effective diagnostic 

instruments. The accurate and efficient identification of Alzheimer's disease is one of the 

many objectives of researchers seeking to halt or reverse the illness's progression. The 

primary purpose of this review is to present a comprehensive analysis and evaluation of the 

most recent research for AD early recognition and classification using the most advanced 

deep learning technique. The article presents a simplified explanation of system phases 

including imaging, preprocessing, learning, and classification. It discusses structural, 

functional, and molecular imaging in Alzheimer's disease. Magnetic resonance imaging 

(structural and functional) and positron emission tomography are considered modalities. It 

examines the pre-processing strategies used to improve quality. In addition, the most 

prevalent deep learning approaches employed in classification will be reviewed. In addition, 

it will examine various hurdles in the classification and preprocessing of images, as 

introduced in a few articles, as well as the approaches used to tackle these issues. 

 

Keywords Alzheimer’s disease(AD) , MRI, Convolutionneural network(CNN)  
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Introduction: 

Alzheimer's Disease (AD) is a degenerative neurological disorder that causes short-term 

memory loss, psychosis, and delusional notions that are misinterpreted for stress or ageing. 

AD lacks adequate medical treatment. Continuous medication is required for the management 

of AD. AD [1] is a chronic condition that can endure for years or a lifetime. Hence, it is of the 

utmost importance to prescribe medication at the proper time, so that the brain is not severely 

injured. The early detection of this disease is a time-consuming and expensive process, as it 

requires a large amount of data collection, the use of advanced prediction techniques, and the 

participation of an experienced physician. Because they are not susceptible to human mistake, 

automated methods are more accurate than human evaluation and can be utilised in medical 

decision support systems. Researchers have utilised visuals (MRI scans), biomarkers , and 

quantitative information generated from MRI scans to study Alzheimer's disease based on 

earlier research. So, they were able to assess whether or not a person had dementia. 

Automation of Alzheimer's diagnosis will eliminate human interaction in addition to reducing 

diagnosis time. Moreover, automation saves overall expenses and improves accuracy. By 



Turkish Journal of Computer and Mathematics Education         Vol.10 No.01 (2019), 544-560 

 

 

 545 

 
 

     Research Article  

examining MRI data and applying prediction tools, for instance, we can determine whether a 

patient has dementia. A person with Alzheimer's disease in its early stages is termed 

demented. Hence, we can acquire more precision. In the early stages of Alzheimer's disease, a 

person can typically function without assistance. In some instances, the individual can 

continue to work, drive, and engage in social activities. Despite this, the individual may still 

experience anxiety or memory loss, such as forgetting common words and places. Close 

associates observe that the individual has difficulties recalling their names. By conducting a 

thorough medical interview, a physician may uncover memory and concentration issues in a 

patient. Typical difficulties in the early stages of Alzheimer's disease include: 

• It is difficult to recall the correct word or name. 

• Have trouble recalling names of new acquaintances. 

• Daily work in social settings or the job can be difficult. 

• Having forgotten anything you recently read in a book or elsewhere. 

• Struggling to locate or misplacing a precious item. 

• Planning and organising tasks and activities is becoming increasingly challenging. 

As Alzheimer's disease advances, the persistence of its symptoms increases. Those with 

dementia lose the ability to speak, adjust to their surroundings, and eventually move. It 

becomes far more challenging for them to express their pain through words or phrases. When 

cognitive and memory skills continue to deteriorate, individuals may require extensive 

support with daily activities. • Assistance with personal grooming and daily tasks may be 

required 24 hours a day, seven days a week. 

• Their awareness of their surroundings and previous experiences are forgotten. 

• As you age, your physical abilities, including walking, sitting, and eventually swallowing, 

may change. 

• Interpersonal communication is becoming increasingly challenging. 

• The prevalence of infections, specifically pneumonia, increases. 

Motivation 

Under present circumstances, human instinct and standard measurements rarely agree. 

Innovative approaches, such as machine learning, which are computationally expensive and 

non-traditional, are required to overcome this challenge. Increasingly, machine learning 

algorithms are being applied to disease forecasting and visualisation in order to provide 

prescient and individualised medicines. In addition to increasing patients' quality of life, this 

trend helps physicians and health economists make treatment decisions and conduct studies. 

The review of medical reports may cause radiologists to overlook other illness problems. As a 

result, just a few reasons and situations are considered. The objective of this study is to 

identify knowledge gaps and future opportunities connected with machine learning 

frameworks and EHR-derived data. 

Organization 

Here are the various areas of our work: Recent research on identifying Alzheimer's disease 

utilizing Machine learning and Deep learning models are discussed in Section Relevant 

Works. In the Materials and Methods section, exploratory data analysis and various Machine 
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Learning classifier models are discussed. The final section ends the study and outlines future 

projects. 

 

Related Works 

Alzheimer's Disease is predicted utilizing ML algorithms by employing an application which 

requires and extraction method, and classification is performed using the oasis longitudinal 

dataset. An review of the various techniques [2] involved in evaluating brain pictures for 

diagnosing brain illnesses. On the basis of the results of a literature study, this article 

discusses a number of significant difficulties with machine learning and deep learning-based 

brain disease diagnoses. This study discovered the most accurate approach for detecting brain 

diseases, which can be utilised to develop future techniques. This study attempts to 

incorporate contemporary research on four brain diseases: Alzheimer's disease, brain 

tumours, epilepsy, and Parkinson's disease, using machine learning and deep learning 

platforms. The authors are able to find the best reliable diagnostic technique by utilising 22 of 

the most frequently consulted databases on brain diseases. Martinez-Murcia et al. [3] 

investigate AD data analysis using deep convolutional autoencoders. The data-driven 

decomposition of MRI images permits the extraction of MRI features that describe the 

cognitive symptoms and underlying neurodegenerative process of an individual. The 

influence of each coordinate of the autoencoder manifold on the brain is then computed after 

a regression and classification analysis is performed to analyse the distribution of the features 

extracted in a range of combinations and to determine their influence on the brain. In 

conjunction with imaging-derived markers, MMSE or ADAS11 scores can be used to predict 

AD with an accuracy of above 80%. To conduct binary classification, a deep neural network 

with interconnected layers [4, 5] is used. Each hidden layer employs an own activation 

function. k-folds validation selects the model with the highest performance. The Lancet 

Commission discovered that around 35% of Alzheimer's risk factors are modifiable. Lack of 

education, hypertension, obesity, hearing loss, depression, diabetes, lack of physical activity, 

smoking, and social isolation can all add to these risks. It is advantageous to eliminate these 

influences at any stage of life, regardless of their effects. Research [6] indicate that early 

prevention and treatment of modifiable Alzheimer's risk factors can prevent or postpone 30% 

of Alzheimer's cases [7]. According to the Intelligent Midlife Intervention for Alzheimer's 

Deterrence (In-MINDD) project [8], the Lifestyle for Brain Health (LIBRA) index [9-12] is 

one technique to calculate Alzheimer's risk based on risk variables. According to the National 

Academy of Medicine [13, 14], the three primary categories of dementia intervention are 

cognitive training, hypertension management, and increased physical activity. Alzheimer's 

Disease is the most prevalent kind of Alzheimer's disease (AD). 

Vascular Alzheimer's disease (VaD) is the second most common form of Alzheimer's disease, 

after Alzheimer's with Lewy bodies. Some other forms of Alzheimer's disease are linked to 

brain traumas, infections, and alcohol consumption. In their investigation, Tatiq and Barber 

[15] claimed that Alzheimer's can be prevented by addressing modifying vascular risk factors 

because Alzheimer's and vascular dementia frequently coexist in the brain and share certain 

modifiable risk variables. Williams et al. [16] used four distinct models to predict cognitive 
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performance based on neuropsychological and demographic data: SVM, Decision Tree, NN, 

and Nave-Bayes. In this instance, average values were substituted for missing values; Naive 

Bayes had the highest accuracy. Using ten-fold cross validation [17, 18], data from the ADNI 

trial demonstrate a significant correlation between genetic, imaging, biomarker, and 

neuropsychological results. The voxel-based morphometry is applied to MRI images from the 

OASIS dataset [19, 20]. 

Ding et al. [21] developed a CNN architecture by utilising an Inception v3 network trained on 

90% of ADNI data and 10% for testing. The grid approach is utilised to process fluorine-18 

fluorodeoxyglucose PET scans obtained from the ADNI dataset. The Otsu threshold was used 

to identify brain voxel. Adam optimizer was utilised for the training model with a learning 

rate of 0.0001 and a batch size of 8. 90% of the dataset (1921 picture studies) was used to 

train the model. This dataset includes three classes (AD, MCI, and no disease). The proposed 

design achieves a specificity of 82% and a sensitivity of 100%. 

Many optimization techniques (Genetic Algorithm, particle Swarm Optimization Algorithm, 

Grey Wolf Optimization, and Cuckoo Search) were employed by Chitradevi et al. [22] to 

segment the brain into sub-regions including the hippocampus, white matter, and grey matter. 

 

Methodology: 

The general method for detecting Alzheimer's disease consists of three steps: Feature 

Extraction and Selection, Model Training, and Prediction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure: General Flow of AD 
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MRI Data Set Collections 

MRI Acquisition 

The MRI data set utilised by our system is one of the extensive data sets generated and 

maintained by a study conducted by a collection of medical specialists and institutions known 

formally as the Alzheimer's disease neuro imaging initiative or ADNI. This initiative's goal is 

to create biomarkers for the early detection of Alzheimer's disease [23]. This study was began 

in 2004, and three phases have been performed to date. ADNI phase 1 centred on the 

gathering of dependable longitudinal structure images using 1.5 Tesla MRI scanners with T1 

weighting and duel echo T2 weighting, with 3 Tesla scanners employed on 25% of the 

participants. Phases 2 and 3 were conducted exclusively with 3-tesla MRI scanners. ADNI 

has a well-maintained collection of MRI images created from 1.5T and 3T scan images. 

ADNI researchers improved the image quality at the Mayo Clinic. 

 

MRI Pre-processing 

The pre-processing of photographs is one of the first procedures that ensures the precision of 

subsequent phases. The pre-processing step is used to improve image quality and make 

subsequent phases more reliable. Our suggested research makes use of ADNI-downloaded 

1.5T MRI scan pictures. In this study, a total of 450 MR pictures were evaluated, including 

150 normal, 150 MCI, and 150 AD images. All T1-weighted 1.5T MR images used in the 

proposed work (T1w). The dataset is separated into a training set and a test set with a 

diagnostic label. The dataset includes information regarding gender, age, date of acquisition, 

etc. Neuro imaging Informatics Technology Initiative (NIfTI) file format was used for MR 

images, and all downloaded data was preprocessed [24]. On MATLAB software, 

implementation work is performed. According to the information available on the ADNI 

website, every MPRAGE (Magnetization Prepared Rapid Acquisition Gradient Echo) image 

in the ADNI dataset is associated with related image files that have undergone three specified 

image pre-processing correction steps, namely Gradwarp, B1 non-uniformity, and N3 bias 

field correction, as described in chapter 4. The T1 image volumes obtained during ADNI 

phase 1 and phase 2 exams were subjected to a quality control examination at the Mayo 

Clinic, where the raw pictures were preprocessed using techniques such as intensity 

normalisation and gradient unwarping. For phase 3 of ADNI, this preprocessing was omitted 

because MRI equipment manufacturers included these modifications in their products. The 

majority of the time, the Mayo quality control team utilised the preprocessed picture output to 

distinguish the corrected version of the image, which includes a "DIS3D" indication code 

visible in the DICOM image header field. 

 

Image Enhancement: Histogram 

It is a form of graph that illustrates the number of pixels in an image at each distinct intensity 

value and facilitates image analysis. Generally, the histogram of a picture corresponds to each 

pixel's intensity value [198]. In a typical image, 256 (1 to 255) different intensities are 

available; hence, the histogram will display 256 numbers representing the distribution of 

grayscale values across pixels. Figures 6.3 and 6.4 display the average intensities for a 
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normal MR image and an AD MR image, respectively. The x-axis of the histogram shown 

below represents the number of pixels, while the y-axis represents the intensity count for each 

pixel. Histogram analysis is premised on the assumption that the grayscale values of 

anatomical components outside the patient's contour in the foreground and background are 

distinct. Normal and Alzheimer's disease (AD) MR images can be differentiated by the loss 

of grey matter and the expansion of the brain's fluid area, respectively. 

In the histogram of a normal MR image, the vast majority of pixels have grey level values, 

but in aberrant images, the intensities are pushed towards white. 

 

Figure : (a) Normal MR image         (b) histogram of normal MR image 

 

 

 

Figure : Multi slice view of Normal MR Image [Source: ADNI] 
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Figure : (a) AD MR Image (b) Histogram of AD MR image 

 

Figure : Multi slice view of AD MR Image [Source: ADNI] 

 

450 MR images from the ADNI Dataset were used for this research. Included in these 450 

MRI scans are 150 Normal control images, 150 MCI images, and 150 AD images. The 

segmentation of the Gray Matter, White Matter, and CSF in the MR image of the brain. 

Data Preparation 

In this phase, various data mining techniques were utilised to clean and preprocess the data. 

As part of this process, missing data are handled, features are retrieved and processed, etc. 

We discovered nine rows with missing values in the SES column [25-26]. This topic is 

approached in two different ways. The simplest option is to eliminate missing value rows. 

Imputation [27] is the alternative method for filling up missing values, which refers to 

replacing them with their corresponding parameters. Since we only have 140 measurements, 

the model ought to perform better if we impute. The nine rows with incomplete data in the 

SES attribute are eliminated, and the median value is utilised for imputation. 

Data Analysis 

In this section, we addressed the relationships between each aspect of an MRI test and 

dementia. Before extracting or analysing data, we estimated the correlations using this 

Exploratory Data Analysis process [28-29] in order to directly represent the link between 
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variables using a graph. The data could be used to determine how to analyse the data and to 

evaluate the nature of the findings in the future. 

Feature Selection 

Feature selection is a crucial aspect of machine learning. In this work, feature selection is 

used to hundreds of samples of Alzheimer's disease clinical data. There are three approaches 

for selecting features [30]: filter methods, wrapper methods, and embedded methods. At the 

pre-processing step, filtering is a popular technique. Wrapper methods are an additional 

feature subset method. The final approach, Embedded, combines the filter and wrapper 

methods. Correlation coefficient, Information gain, and Chi-Square are selected as the most 

prevalent and well-known feature selection approaches in this study. 

Features of MALPEM 

MALPEM-Multi-Atlas Label Propagation with EM is a technology for segmenting the entire 

brain from T1-weighted MR brain images. MALPEM contains all cross-sectional, 

longitudinal, and chosen clinical characteristics retrieved from an ADNI data set. MALPEM's 

essential components include modules for bias correction, label propagation, pincram brain 

extraction, label fusion, and label refining. The MALPEM software is 20 kilobytes in size 

and can be executed on a 64-bit Linux system or a Mac or Windows system using a Virtual 

machine software tool. MALPEM therefore accepts unsegmented MR pictures as input, 

extracts the brain MR image, and provides deformation field and propagation labels. 

Figure: Complete Segmentation of Brain (MALPEM) 

 

Correlation Coefficient 

X,Y = Cov(X, Y) / X Y denotes the covariance between the variables X and Y. Covariance is 

a measure of the linear relationship between two variables. Using correlation coefficients, it is 

simple to establish a relationship between Alzheimer's disease stages. The issue with this 

strategy is that it collects data from a wide variety of sources, making it extremely susceptible 

to outliers. 

Information Gain 

The entropy of the lower node is subtracted from the entropy of upper node to obtain the 

Information gain value when the attribute D is selected. 

Gain (D) = I (s1, s2, s3, . . . . . . .sn) − E (Feature D) 

Chi-Square: Using this method, we can examine categorical variables such as the relationship 

between food and obesity. 
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General Classifier Models: 

Decision Tree (DT) 

A summary of the decision tree provides a tree-based model for continually splitting the data 

depending on the threshold values of the features. By separating instances into subsets, 

splitting generates subsets. Internal nodes refer to intermediate subsets, while leaf nodes refer 

to the leaves themselves. When there is interaction effect here between features and the 

target, a decision tree is most useful. 

Random Forest (RF) 

The random forest model outperforms the decision tree model because it avoids overfitting. 

Models based on random forests are composed of numerous decision trees, each of which is 

slightly distinct from the others. The ensemble creates predictions based on every individual 

decision tree model using the majority voting technique (bagging). Thus, the quantity of 

overfitting is minimised while each tree's predictive potential is maintained. 

Support Vector Machine (SVM) 

This method involves defining the class of data points in a multidimensional space using 

appropriate hyper planes. The objective of SVM is to identify a hyper plane that divides cases 

of two types of variables that occupy adjacent clusters of vectors, one on one side and the 

other on the other. The vectors that are closest to the hyperplane are support vectors. In SVM, 

training and test data are utilised. Data for training is segmented into target values and 

attributes. SVM builds a model to predict target values for test data. 

XGBoost 

XGBoost is an abbreviation for eXtreme Gradient Boosting. It refers to the implementation of 

gradient-boosted decision trees for maximum performance and speed. As a result of the 

sequential nature of model training, gradient boosting machines are typically implemented 

slowly and are not very scalable. The focus of XGBoost is on speed and performance. 

Voting 

Voting is one of the most straightforward methods for merging the forecasts of multiple 

earning systems. Voting classifiers are not true classifiers, but rather wrappers for many 

classifiers that are trained and tested concurrently in order to take advantage of their 

particular qualities. Using various techniques and ensembles, we may train data sets to 

anticipate the final outcome. There are two approaches to obtain majority support for a 

prediction: 

Rough voting: Hard voting is the simplest type of majority voting. In this instance, the class 

with the highest votes (Nc) will be chosen. Our projection is based on each classifier's 

majority vote. 

Soft voting entails summing the probability vectors for each predicted class (across all 

classifiers) and selecting the class with the greatest value (recommended only when the 

classifiers are well calibrated). 
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Model Validation 

Model validation decreases the problem of overfitting. Cross Validation is used to train the 

ML model and to calculate the model's accuracy. It is a difficult effort to eliminate noise from 

the ML model. In this research, therefore, Cross Validation is performed, which divides the 

entire dataset into n equal-sized sections. At each iteration, the ML model is trained with n-1 

divisions. The mean of all n-folds is used to analyse the performance of the approach. In this 

study, the ML model was trained and evaluated ten times using ten-fold cross validation. 

Conversions of the True Positive (TP), False Positive (FP), True Negative (TN), and False 

Negative (FN) metrics are the most popular metrics. 

TP is the number of Alzheimer's disease (AD) cases that the classifier correctly predicted. 

TN is the number of healthy samples (healthy controls) for whom the classifier made an 

accurate prediction. 

FP is the number of healthy samples that the classifier incorrectly predicted (identified). 

FN is the number of illness samples for which the classifier made an incorrect prediction. 

i.Accuracy 

Accuracy represents the proportion of correct predictions and plays a crucial part in 

measuring a classifier's Performance. It is represented by the number of accurate forecasts 

divided by the total number of predictions, which is the proportion of genuine positives and 

negatives based on the total number of samples (instances). 

Accuracy is represented as:-  Accuracy = (TP + TN)/(TP + FP + FN + TN) 

ii.Sensitivity or recall 

It is an estimate of the proportion of actual positive instances that are correctly predicted as 

positive, or true positive, with the indication that a part of actual positive cases will be 

incorrectly projected as negative, or false negative. Every time, the total of sensitivity and 

false negative rate would equal 1. Calculating sensitivity entails the following formulas: 

Sensitivity/ Recall =TP / TP+FN 

iii.Specificity 

This is the proportion of actual negatives that were projected to be negative, or true negative. 

There should also be a proportion of actual negatives that were predicted to be positive; these 

are false positives. Always, the sum of specificity and false-positive rate will equal 1. 

The specificity may be computed as: TN / TN + FP 
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Table: Comparative Study of Alzheimer’s Disease using ML Approaches 
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