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Abstract. Due to globalization, the world became a global village, the computer-based search 

playing a vital role in understanding the scenarios around the globe. Only one solution to 

explore search engine data is Google Trends, which is at free of cost, and potential to predict 

the official data immediately. In this paper, we experimented with a keyword-based search to 

understand various scenarios in different countries. We, analyzed the Google Trends using 

various techniques like long short-term memory in feed forward networks in Deep Learning, 

Multi linear regression and Elastic net, SVR and Time Series algorithms for analysis. 
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1 INTRODUCTION 

 Google search engines have major impact on people’s daily life. Retrieval of data 

from search engine is very important. Search engines are act like filters for 

information available on the internet. They are used to find information as genuine 

interest without need to walk through irrelevant web pages.  

Now a days, only one solution to explore search engine data is Google Trends, 

which is at free of cost, and potential to predict the official data immediately. It has 

explained in more indexed papers database. 

 Search engines provide users search results with relevant information that are 

available on high quality websites. According to user searches, Search engines deliver 

results to attain market share in online searches. 

Google search is a famous tool for explore the data because it is at free of cost, 

easy to access and potential to predict the data immediately using google trends data. 

 The paper was organized with 7 sections. The section-1 describes the 

Introduction concepts which helps to understand the work. Section-2 focused on 

Literature Survey, we Sur versed around 26 papers clearly defined the problem 

statement in section-3 the section methodology web explained. In section 4 the 

Implementation environment and result are placed, the 5
th

 section we presented the 

conclusion of the work as well as the feature work also mentioned finally in section 6 

and 7 expressed the acknowledgment and references.   

2 LITERATURE SURVEY 

 In big data research, the data analysis of search engines will be interesting 

research area. 

Google search engine is a tool for searching information in various fields. It deals 

an immediate response for need of its users. It traffics is voluminous and search 

engines requests can be tracked [1]. According to this theory [2], As compared to 

most qualified decision maker, better forecasts can be produced by diverse people. 
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will produce better and more solid forecasts. As practice shows, the group’s guesses 

mean individual estimation will not precise than groups guess. The wisdom of the 

crowd gives us the right answer, it will show, It is good answer than other answers.[3] 

participant independence, and network devolution. Variety deals with each member’s 

crowd has some personal information and a unique interpretation. Independence 

means individuals opinions are not decided those around them. Devolution means that 

crowd member can learn from their sources and their own specializations data as 

predictive tool for academics and practitioners in various fields. Ginsberg et al [4] 

noticed these exact features in scientific research. They found that google search 

engine tracking queries gives the possibility of population’s flu established Google 

Flu Trends, which is epidemic tracking tool. 

2.1Google search volume research with data  

Upto 2006, Finally, SVI is an indicator of the flu virus spread launched. An 

advanced technology i.e., Google Insights launched for providing data of search query 

is private until google trends latest after two years. GT data of Previous [4][5], have 

explained that data search in google can help [6] flu spread and rate of unemployment 

there increase in sales if there is search property of real estate using Google trends in 

a specific location. 

Explored search engine data is Google Trends, which is at free of cost, and 

potential to predict the official data immediately. It has explained in lot of indexed 

papers. 

Google Trends is a significant tool in housing market, which predict real estate 

price changes. Due to differences in technology, the reliability cannot be widespread 

in web and social media. 

2.2 Google search data 

Google trends filtered data will give users querying volume of aggregated search 

category, the data collected through google search engine is anonymous and normal. 

The CSV file of search term index at national and local levels. GT gives 0(zero) index 

of query if search volume is less for certain amount of time [7]. 

Previously several studies explored on various online data streams They are 

articles related to news [8]-[10], websites and blogs of health [11], Wikipedia [13]-

[14] search engines [15], and twitter data. Data on twitter provides spation-temporals 

observations for twitter data. The sets related to infection reflects actual illness 

accurately [16], false positives and negatives pursuing while doing data collection, 

preprocessing and classification. Moreover, there is limited usage for twitter [17]. 

Online tracking of websites, browser attacks and phishing attacks are classified 

based on substantial literature of the web browsers privacy and security. 

Study 0f online tracking focused on cookies and related ecosystem, browser 

fingerprinting used to prevent tracking and interested for long time to preventing 

tracking using browser IP address. Tor is most prominent technology in this area 

related to attacks and defences/mitigations. 

Timing-based side channels are against browser which leak information such as 

user browsing history [18]-[20] and website JavaScript is executed against memory-

based attacks [21]. [22] focused on user generated data for public health surveillance. 

[23] suggests twitter is used for public health.  Mogo [24] Due to changes in 

inclinations of technology cultural and economic, we cannot generalize developed 

countries [25] and [26]. 
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3 METHODOLOGY 

Algorithms: - 
1. Seasonal ARIMA with or without external regressions. 

2. MLR means Multiple Linear   Regression. 

3. EN stands Elastic Net. 

4. Support Vector Machine Regression. 

5. Feedforward Neural Network (FNN). 

6. Long Shot-Term memory (LST). 

1. Seasonal ARIMA with or without external regressions. 

2. Multiple linear   regression  

 Response variable predictors by multiple regression. 

It is an extension of linear regression which used only one explanatory variable. 

In the area of econometrics and financial inference, we use MLR 

MLR Formula 

yi = βo + β1xi1+ β2xi2 + β3xi3 + ….. + βpxip 

    Where, n observation for i value 

   Dependent variable is yi 

     Explanatory variables is xi  
y intercept is βo  

Each slope coefficient variable is βp 

 Models error term is є 

3. Elastic net (EN) 

It is a regularized regression method. It combines L1 and L2 penalty functions. 

Based on the sum of squared coefficient values one penalty is penalized. It is L2 

penalty. L2 prevent the coefficient that are removed from the model. L2 minimizes 

the all-coefficients size. 

l2˗penalty = sum j = 0 to p beta˗jˆ2 

 L1 penalty is sum of absolute coefficient values. L1 allow some coefficient to zero. 

L1 removes predictor from the model. 

 L1˗penalty = sum j = 0 top abs (beta˗ j) 

      It includesL1 and L2 penalties during training and it is penalized linear regression 

model. 

4. Support Vector Regression 

It is used to predict discrete values. It works as similar to Support Vector machine 

principle. Finding the best-fit line is main objective of SVR. SVR is best-fit line that 

has the maximum number of points.  

 y = wx + b is hyperplane. 

5. Feedforward Neural Networks  

It approximate function. 

y =f* (X) is a formula for classifier assigns X to Y. 

 FNN will map y = f (x; ɵ).  will memorize which is appropriate function. 

6. Long short-term memory  

In AI and deep learning areas, we use this artificial neural network method i.e., 

LSTM. It is based short-term memory processes to create longer-term memory. 

LSTMs a complex area of deep learning. 
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4 IMPLEMENTATION & RESULT 

For the implementation we directly used the pandas, pytrends in the Jupiter note book 

in windows 10 operating system we executed on the machine is the configuration of 

RAM is 12.0 GB local disk (c) 145 GB, we executed on high end configuration 

system with 12GB RAM and 145 GB hard disk. 

 

 
Fig: 1. Geo Name Analytics 

Fig 1: Specifies that analytics has been the focus of so many companies and 

students for the last 3 to 4 years, so let’s have a look at the trend of search queries 

based on “Analytics” increased or decreased on Google. 

 

 
Fig:2. Total Google Searches for Keyword: ‘ Analytics’ 

Fig 2: In graph X-axis represented by years and Y-axis represented by total count 

of Google Searches for Keyword Analytics.  So we can see that searches based “ 

analytics” Google started to decrease in 2018 and highest searches were done in 2022. 

This is how we can analyze Google searches based on any keyword. 
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Fig: 3. Python Programming 

Fig 3:   In this figure shows date by the date dimemsion and getting the sum of 

clicks for each of them, it’s a type of summsrization. 

 

Fig: 4. Total Google Searches for Keyword: ‘Python Programming’ overtime 

Fig 4: In this figure X-axis shows over the period of five years, it has stayed pretty 

stable with the highest peak around 2020. Y-axis shows over the total count. 

5 CONCLUSION 

The methodology of this research data of was tested on data about user’s activity in 

Twitter and Reddit and also data other than real estate. This will give next stage of 

development and improvement 

Google Trends play vital role in understanding of housing market. Google trends is 

a significant tool for predict real estate price changes. 

 Online users of the web predict price trends in housing market. Government 

reports is crucial for understanding of current housing market and trends of future 

market forecasting.   

 Google search data is more reliable for monitoring flu spread and produce 

comparison of forecasting accuracy to data of real-life ILI. The models forecasting 

capability enhanced the GT and ILI data is freely available without any delay can be 

used for addressing problems associated with traditional systems. To achieve 

sustainable surveillance, It will allow for preparation of better epidemic. 
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