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Abstract 

In this research, hierarchical cluster analysis was used, which is one of the types of 

multivariate cluster analysis. A group of governorates, except for the Kurdistan region of 

Iraq, were classified into homogeneous groups for drug addicts in terms of gender, age and 

occupation. The segmentation method was used to consist of four clusters, each cluster 

consisting of a number of homogeneous observations among them. Therefore, the 

observations of the first group should be more homogeneous than the observations of the 

second group. 
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1.1: Introduction:. 

 The hierarchical cluster analysis is one of the most important methods in cluster analysis 

because it depends on simple foundations and works on the vocabulary of the sample (n) 

single and consecutively with (m) a cluster. Because it contains all the vocabulary of the 

sample [4] . 

    And that each cluster consists of many close groups that are linked to each other by means 

of relationships that fulfill the preferred conditions of convergence . 

    We have previously shown that the hierarchical cluster analysis classifies the sample items 

using one of the following two methods: 

 

The First topic 

1.1.1: Agglomerative method: 

      It starts from the vocabulary, and each of them constitutes an independent cluster. Then it 

works on merging the most similar vocabulary and forming from them similar clusters and 

then merging similar clusters into larger ones. Until a single cluster is obtained that includes 

all the items of the sample [5]. 

1.1.2: Divisive method: 

     This method considers that all the vocabulary forms one cluster. And then it is divided 

into similar clusters and then it is divided into clusters smaller than that in order to get 

clusters for each item of the sample items or stop the division process 
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And the results we get from these two methods represent a level data in the form of 

interconnected clusters within one cluster [3] 

1.2: Methods of aggregative hierarchical cluster analysis: 

1.2.1: Single Linkage Method: 

    This method starts from considering each of the vocabulary of forming a special cluster. It 

depends on the matrix of distances D or the similarity S between the pairs of items studied. 

Thus, the clusters are formed by merging the most closely related clusters (nearest 

neighbourhood). 

     To determine the two clusters that are more convergent, we study the elements of matrix 

D' and determine the smallest element in it. And suppose that it corresponds to the two 

clusters u, v, so we work by merging these two clusters into a new cluster and denoting it 

with the symbol (𝑢, 𝑣) and to calculate the radius of the new cluster distances (𝑢, 𝑣) we 

replace every two opposite elements of (𝑣) and (𝑢) with its smallest (nearest) We apply the 

following relationship: 

d(u,v) =
min

j ∈ u , k ∈ v
[djk] … … . (1) 

    where j belongs to u and k belongs to 𝑣 . 

To calculate the ray distances between the new cluster (𝑢, 𝑣) and any other cluster or (single) 

𝑊, we apply the following relationship 

𝑑(𝑢,𝑣)𝑤 = 𝑚𝑖𝑛[𝑑𝑢𝑤 , 𝑑𝑣𝑤] … … … . (2) 
So, 𝑑𝑣𝑤 and 𝑑𝑢𝑤 are the distances between the most closely related cluster u and the 𝑤 

cluster. The cluster 𝑣 is closest to the cluster 𝑤, respectively [1]. 

1.2.2: Complete Linkage: 

      This method also starts from considering each of the vocabulary forms a special cluster. It 

depends on the matrix of distances 𝐷 between the studied vocabulary pairs. Also, the process 

of forming clusters in it can be done by merging the more closely related clusters in order to 

maintain the similarity internally within the new clusters, but the process of calculating the 

elements of the ray distances for the new cluster. This is done by replacing every two 

opposite elements of the two merged clusters with the largest (to the next to the farthest), so 

the computation process starts by searching for the smallest element in the distance matrix 𝐷. 

Then the two most closely related clusters are determined. We symbolize them with the 

symbol 𝑢, 𝑣 and then we combine these two clusters into a new cluster symbolized by the 

symbol (𝑢, 𝑣) and to calculate the ray distances for the new cluster (𝑢, 𝑣) We replace every 

two opposite elements in u, v with the largest (with the farthest), that is, we apply the 

following relationship [6] : 

𝑑(𝑢,𝑣) = max
𝑗∈𝑢 ,𝑘∈𝑣

[𝑑𝑗𝑘] … … (1) 

As: 𝑗 ∈ 𝑢 , 𝑘 ∈ 𝑣  

    Then we calculate the ray distance between the new cluster (𝑢, 𝑣) and any cluster or 

individual W from the following relationship: 

𝑑(𝑢,𝑣)𝑤 = max [𝑑𝑢𝑤 , 𝑑𝑣𝑤]……….(2) 
       When performing the calculations, we follow the same procedures that we followed in 

the method of single linking, with the only difference being the method of calculating the 
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new distances. Since the distances of the new cluster 𝑑 ((𝑢, 𝑣) ) are calculated by taking the 

largest of any two opposite elements of 𝑣, 𝑢. The above two relationships can be applied to 

the trigonometric matrix 𝐷. The comparison method can also be applied to the basic matrix, 

as we did in the case of the single link [6].  

1.2.3: Medium method: 

    This method also starts from considering each of the items as a special cluster, and depends 

on the matrix of distances 𝐷 between the pairs of items studied. Clusters are formed by 

merging the most closely related clusters. But the process of calculating the ray distance 

elements of the new cluster is done by taking the arithmetic mean of each two opposite 

elements of the two merged clusters. 

      To apply this method, we first study the elements of the matrix 𝐷 and determine the 

smallest in it, and suppose that it corresponds to the two clusters 𝑣, 𝑢 in a new cluster and 

denotes it with (𝑢, 𝑣). And we put them in a column and a line dedicated to the new cluster 

(𝑢, 𝑣), that is, we calculate the average distances of the cluster (𝑢, 𝑣) from the relationship: 

𝑑(𝑢,𝑣)𝑗 =
1

2
 [𝑑𝑢𝑗 + 𝑑𝑣𝑗] … … … … (1) 

     The ray distance between the new cluster (𝑢, 𝑣) and any other cluster, 𝑤 or singular, can 

also be calculated from the relationship: 

𝑑(𝑢,𝑣) =
∑ ∑ 𝑑𝑗𝑘𝑘=1𝑗=1

𝑛(𝑢𝑣) ∗ 𝑛𝑤
… … … … . (2) 

Since: 𝑛𝑢𝑣 is the number of items in the cluster (𝑢, 𝑣) 

that : 𝑛𝑤 is the number of items in the cluster (𝑤) 

that : 𝑑𝑗𝑘 is the distance between the j element of (𝑢 , 𝑣) and the k element of (𝑤) 

There are other formulas for calculating these distances, the most important of which is the 

following (ward) formula [web p. 368] 

𝑑(𝑖+𝑗)𝑘 =
𝑛𝑘 + 𝑛𝑖

𝑛𝑘 + 𝑛𝑖 + 𝑛𝑗
𝑑𝑖𝑘 +

𝑛𝑘 + 𝑛𝑗

𝑛𝑘 + 𝑛𝑖 + 𝑛𝑗
𝑑𝑗𝑘 −

𝑛𝑘

𝑛𝑘 + 𝑛𝑖 + 𝑛𝑗
𝑑𝑖𝑗 … … . . (3) 

So: 𝑛𝑖, 𝑛𝑗, 𝑛𝑘 is the number of items in the groups (𝑖, 𝑗, 𝑘) respectively. 

As each of 𝑑𝑖𝑘, 𝑑𝑗𝑘 is the Euclidean distance between the two terms (𝑖, 𝑘), (𝑗, 𝑘) respectively. 

The 𝑑𝑖𝑗 is the square of the Euclidean distance between the two terms (𝑖, 𝑗) [6] . 

 

Application side 

The second topic: 

2.1: Introduction 

     In this chapter, a type of cluster analysis was applied, which is the Hierarchical cluster 

analysis method, through data that included (17) governorates of Iraq, Except for the 

Kurdistan region of Iraq. It included four clusters until they were merged into two clusters 

according to the closest to the statistical characteristics. 

1-Search variables: 

    The data was collected by the Agency of the Ministry of Interior for Police Affairs / 

General Directorate of Narcotics and Psychotropic Substances Affairs / Directorate of 

Criminal and Movements / Criminal Statistics Department, and the Hierarchical cluster 
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analysis method was applied to the variables taken in the study, and these variables were 

obtained from several primary, including: 

1- Governorates 

2- Gender (male and female) 

3- Age 

4- Employee 

5- Winner 

6- Military 

7- Student 

      The results were interpreted while ensuring the validity of the Hierarchical cluster 

analysis and the stability of the results. The evaluation of stability is done by using the 

aggregation method on the same data and testing whether they give the same results in 

Hierarchical groups as using the distance. 

 

Table (2.1) Cluster Member ship 

Cluster Membership 

Case 
4 

Clusters 
3 Clusters 2 Clusters 

1: private 

investigations 
1 1 1 

2: Baghdad Karkh 2 1 1 

3: Baghdad Rusafa 1 1 1 

4: Almuthanaa 1 1 1 

5: karbala' 

almuqadasa 
1 1 1 

6: Babil 2 1 1 

7: Alnajaf alasharaf 1 1 1 

8: Dhi Qar 1 1 1 

9: Dyalaa 3 2 2 

10: Albasra 4 3 1 

11: Salah aldiyn 2 1 1 

12: Maysan 2 1 1 

13: Wasit 4 3 1 

14: Anbar 2 1 1 

15: Aldiywany 4 3 1 

16: karkuk 2 1 1 

17: Ninawaa 1 1 1 

    

   It was shown in the table (2.1) above in the first stage that: private investigations Baghdad 

Rusafa  ,Al Muthanna, karbala' almuqadasa, Najaf, Ashraf, Dhi Qar, and Ninawaa are within 

the first cluster, while Baghdad is Karkh, Babil, Salah al-Din, Maysan and Kirkuk within the 
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second cluster, Dyalaa is within the third cluster, Basra, Wasit and Al-Diwani It is among the 

fourth cluster . 

      In the second phase, the governorates that were within the second cluster became part of 

the first cluster. Which was within the third cluster became within the second cluster. As for 

the governorates that were within the fourth cluster, they became within the third cluster. As 

for the last stage, the clusters that were included within the third cluster became within the 

first cluster. Based on the closeness of the statistical characteristics to each other . 

 

 
Fig: (2.1) Alalwah Aljalidia 

 

 
Fig: (2.2) Hierarchical Tree 
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The third topic 

3.1: -Discussions: 

1- The first cluster includes several provinces, including private investigations Baghdad Rusafa  

,Al Muthanna, karbala' almuqadasa, Najaf, Ashraf, Dhi Qar, and Ninawaa . 

1- The second cluster includes several provinces including Baghdad is Karkh, Babil, Salah al-

Din, Maysan and Kirkuk. 

2- The third cluster includes several provinces including Dyalaa . 

3- The fourth cluster includes several provinces including Basra, Wasit and Al-Diwani . 

4- All clusters were collected in the first cluster because they have the same statistical 

characteristics . 

5- Diyala Governorate is the only governorate that joined the second cluster. 

 

3.2: Conclusions:- 

1- Using non-Hierarchical Cluster Analysis and comparing results with Hierarchical Cluster 

Analysis. 

2- Use logistic analysis to analyze data . 
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