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Abstract:  

Finding the most prevalent and pertinent user opinions on a certain topic is key to the effectiveness of sentimental analysis. In 

this study, a framework is created combining data pre-processing techniques, a blend of machine learning, statistical 

modelling, and deep learning methodologies, to assess user sentiments on Twitter regarding natural catastrophes. When using 

text data for natural language processing, features can be retrieved piecemeal and compared, but without taking context or the 

entire sentence into account, the sentiment may be misunderstood. This research suggests utilising a combination of deep 

learning and machine learning models to evaluate pre-labelled Twitter feeds on disasters to understand the feelings 

surrounding a certain tragedy. In our study, we glean information from tweets about various disasters that reflect the 

emotions expressed during the tragic events as reported by Twitteratti. To use machine learning and deep learning 

algorithms, data is cleaned, purified, and optimised. We provide several machine learning and deep learning models and 

assess their performances on many metrics in addition to exploratory data analysis. 
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I. INTRODUCTION 

 

Twitter is one of the most well-known microblogging platforms, allowing users to post and receive 140-character messages 

known as tweets. It provides resources for conducting empirical research on the traits of interpersonal interactions. Thoughts 

on a variety of topics, such as politics, the influence of brands, disasters, elections, etc., may be found in information obtained 

from Twitter. The introduction of machine learning methodologies enabled decision-makers to ensure efficient solutions to a 

variety of problems. One technique for sentiment analysis on Twitter is machine learning.Machine learning is useful for 

resolving NLP (Natural Language Processing) problems since it uses general learning algorithms and a sizable sample of data 

to learn the categorization rules. Natural disasters harm both the built environment and the populace. Social media is a 

common place for people to communicate their feelings about such occurrences, which allows academics to gauge the general 

public's feelings.Due to their crowded population and highly interconnected infrastructure, urban areas are particularly 

susceptible to natural calamities. Big data has the potential to change how we approach vulnerability analysis, early warning 

systems, monitoring, and evaluation of catastrophe risk reduction. Research on sentiment analysis and human movement has 

already made use of the vast amounts of crowd-sourced data obtained from Twitter. These two study fields allow disaster 

managers to make decisions from the ground up and play more important roles in disaster aid. It has been shown that sentiment 

analysis of brief social media posts is a practical method for determining the dynamic polarity of catastrophe-related 

sentiments, improving decision-making about resource aid, humanitarian activities, and disaster recovery, and gathering 

particular information. Sentiment analysis of brief social media postings has grown to be a significant part of disaster relief and 

urban resilience. Sentiment analysis of brief social media posts has become more and more relevant. It is a helpful tool for 

disaster management to acquire precise information, determine the dynamic polarity of attitudes throughout a disaster, and 

make better decisions on resource demands, support, and humanitarian initiatives. Finding answers to pervasive problems 

requires accurate analysis. To better understand public feelings regarding large data and disasters, machine learning and deep 

learning algorithms play a crucial role in finding, analysing, and evaluating public sentiments. As a result, successful models 
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are propagated with perceptual technologies. We make an effort to implement several deep learning and machine learning 

models and assess their capabilities. The next level involves using algorithms for machine learning and deep learning coupled 

with functions like SIGMOID, ADAM, and others to produce outcomes that are even more honed. The most suitable deep 

learning models for sentiment analysis of disaster data are evaluated. 

 

II.  RELATED WORK 

In contemporary enterprises, machine learning and deep learning models are pervasive. With the quick development of new 

algorithms, less expensive computing, and more readily available data, the number of AI use cases has been growing 

tremendously. Model improvement is one of the main obstacles in all of these ML and DL projects across various industries. 

The performance and accuracy of the models are the fundamental elements of success. Model performance is mostly a 

technical issue, and deployment doesn't make sense for some machine learning and deep learning use cases if the model isn't 

precise enough for the specific business use case. Establishing a solid baseline model is crucial for improving any deep 

learning or machine learning model. A good baseline model takes into account all the technical and business requirements, 

evaluates the data engineering and model deployment pipelines, and acts as a standard for developing additional models. The 

specific application, the type of dataset, and the business domain all have an impact on the baseline model selection. Gradient 

Boosted Decision Trees are often utilized in production for several regression and classification-based applications. 

Frameworks have been proposed [1] to perform sentiment analysis of disaster data available on Twitter. Methods have been 

suggested [2] [21]for combining emotions & improving catastrophe relief through analysis and subject modelling which would 

make it possible to identify topics associated with trends in sentiment. Sentiment analysis is employed in research to identify 

how individual regions may have reacted differently compared to others and during all phases of the catastrophe. Techniques 

for partitioning and clustering are propagated [3] and additional clustering methods are proposed that would devise a different 

technique to assess twitter sentiments. In addition to examining the temporal relationship between sentiment and human 

mobility, including the dynamic effects of the earthquake over time, studies [4] to examine hypotheses of spatial characteristics 

of sentiment before, during, and after a disaster have revealed a significant negative correlation between sentiment levels and 

earthquake intensity levels and demonstrated that sentiment tends to cluster in space in distinct disaster intensity zones [5].   
The effects of citizen equity on disaster situational awareness and harnessing machine learning and geotagged Twitter data 

[6][7] concerning sentiment analysis throw light on how evolution and analysis of public sentiments during a disaster. Studies 

[8] have shown that a machine learning system can be trained to recognise negative, neutral, or positive sentiments, according 

to data analysis. Additionally, it is feasible to categorise tweets that include damaging or high-accuracy transportation-related 

information. The adaptation of various text mining techniques[9] has successfully revealed the public's thoughts and 

sentiments concerning the CoViD-19 pandemic. Models have been built using studies [10] based on the svmRadial, C5.0, and 

NB classifiers. These models [11] for ensemble classification by including dictionary classifier results in the feature set 

producing improvised results. Studies [12] to analyze the Twitter response of users to disasters at global, country, and county 

levels recorded a variety of sentiments amongst users and victims. To better handle crises, both government and non-

government organisations can benefit from the research [13] on a largely unexplored area of catastrophic scenarios for crowd 

sentiment detection. Analysing the emotions in texts with social research has been done on media data[14] emphasizing the 

cruciality of plans for the future that include actions and methods to make a topic emotion detection with outcomes of the 

contrasting techniques for examining social sensitivity and highlighting encouraging elements. Review and analysis [15] of 

various classifications on disaster datasets have concluded similarities between English and Spanish sentiments with TAN and 

BF TAN offering interesting qualitative information to historically and socially comprehend the main features of the event 

dynamics, even if there are no sufficient training examples. The Syrian civil war and the ensuing refugee crisis, two of the 

most terrible and urgent situations in the world right now, were the focus of some sentiment analyses[16] using Twitter data. 

The sentiments revealed different emotions based on language, region and type of disaster. Studies [17] on how tweets are 

connected and what topics are trending have revealed how people are participating in the crisis by sharing accurate information 

for everyone's awareness, calling on one another for assistance, and adhering to the precautionary measures imposed by the 

authorities. These studies have helped to understand what is happening and how people are reacting to the current situation, 

which will also help implement policies that would be beneficial to the economy. For classification, multilayer perceptron 

models have also been suggested[18]. Of tweets about resource requirements and resource availability during disaster 

availability and others, who have demonstrated improved outcomes in all the test cases and demonstrated its viability for using 

data from an unknown disaster. Social media can be a useful data source to examine people's worries amid a natural disaster, 

according to research [19][23]. A framework that may be utilised both during and after natural catastrophes is suggested as a 

technique to help disaster management teams uncover the public's issues quickly and construct a better real-time crisis 

management plan. concentrating on the examination of hashtag-containing tweets, Researchers have been able to pinpoint the 

primary issues that the world's population is worried about concerning the environment, public health, and sustainable 

development of the planet[20]. 
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III. METHODOLOGY 

Experimental setup: 

Data Collection: The majority of the dataset was gathered from internet archives and the microblogging website Twitter 

using its API and URLs. Even though Twitter makes the data publicly available, it is only accessible for seven days, and real-

time access is only available for 1% of all public tweets; neither protected accounts nor direct messages are accessible. In 

contrast, several online archives, like Kaggle, archive.com, DART, etc., offer a sizable resource of Twitter data.  

 

 
Figure 1: Twitter data collection process 

 

For the current experimental configuration, information from Twitter, Kaggle, and archive.org was combined. The process of 

data collection is illustrated in Fig-1.  

The collected data sample comprises test and training parts. Of the 12745 sampled tweets, 10196 were considered to be the 

training data and the remaining 2549 tweets were treated as test data. The exploratory data analysis of the data comprises 

label analysis, feature scrutiny and sentence length analysis. The data is then cleansed by removing URLs, handle tags, 

HTML tags, stopwords & stemming and useless characters. The cleaned data is labelled true or false based on the lexical 

analysis and the machine learning and deep learning analysis of the labelled data is performed to analyze the results. The 

proposed architecture of the process is depicted in Fig-2. 

 

Exploratory Data Analysis: 

Exploratory data analysis (EDA) is the process of doing preliminary analyses on data to find patterns, identify anomalies, test 

hypotheses, and double-check assumptions with the aid of summary statistics and graphical representations. Fig-3 reveals the 

number of examples and their proportions whereas the sentences and their proportionate lengths can be viewed in Fig-4. The 

EDA also explores the number of characters in the segregated disaster and non-disaster specific tweets as depicted in Fig-5. 

 

Data Cleaning:  

The data cleaning process comprises of Removal of  

 URL 

 Handle tags 

 Emojis 

 HTML tags 

 Stopwords 

 Stemming 

 Useless Characters 
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Figure 2: Overall proposed architecture 

 

Representing the cleaned data using a word cloud gives a clear outlook of the text content. Term clouds, often referred to as 

text clouds or tag clouds, operate straightforwardly: the more frequently a certain word appears in a textual data source (such 

as a speech, blog post, or database), the bigger and bolder it will appear in the word cloud. A grouping of words shown in 

various sizes is called a word cloud. The more often and how important a word is mentioned in a document, the bigger and 

bolder it appears. These are excellent methods for extracting the most important portions of textual material, including social 

media posts and databases, and are also referred to as tag clouds or text clouds. They can also assist business users in 

comparing and contrasting two different texts to identify phrase overlaps. A sample word cloud of the collected sentiment 

data is illustrated in Figure 3. The final pre-processing stage involves merging the cleansed data which can then be utilized as 

an input for Machine learning and deep learning processes. 

 

 
Figure 3: Wordcloud of the cleaned data 
 



Turkish Journal of Computer and Mathematics Education   Vol.13 No.03 (2022), 520-527 

 

 

 

524 

 

 

 

Research Article   

 

 

Machine Learning:  

Several machine learning approaches have been propagated to validate the key performance indices such as Micro & macro 

F1 score, micro averaged F1 score (mean F score) and all the models are compared based on Accuracy, precision, recall, F1-

Score and time. We use the following widely used algorithms to validate the data. 

 Logistic Regression-A statistical analysis method to predict a binary outcome, such as yes or no, based on 

prior observations of a data set. 

 Naïve Bayes-family of simple "probabilistic classifiers" based on applying Bayes' theorem with strong 

(naive) independence 

 Gaussian assumes that each class follows a Gaussian distribution 

 Bernoulli-It uses the Bernoulli Distribution as its foundation and only accepts binary data, i.e., 0 or 1. We can 

presume that Bernoulli Naive Bayes will be the algorithm to apply if the dataset's characteristics are binary. 

 Complement-Instead of estimating the likelihood that an object would belong to a certain class, we determine 

the likelihood that it will belong to all classes. 

 Multinomial-a probabilistic learning method that is mostly used in Natural Language Processing (NLP). The 

algorithm is based on the Bayes theorem and predicts the tag of a text such as a piece of email or newspaper article. 

 Support Vector Machines-a set of supervised learning methods used for classification, regression and outliers 

detection. 

 RBF Kernel-the default kernel used within the sklearn’s SVM classification algorithm 

 Linear Kernel-used when the data is Linearly separable, that is, it can be separated using a single Line. It is one 

of the most common kernels to be used. It is mostly used when there are a Large number of Features in a 

particular Data Set. 

 Random Forest- mixes the results of various decision trees to arrive at a single conclusion. Its widespread use is 

motivated by its adaptability and usability because it can solve classification and regression issues. 

Deep Learning: 

Deep learning is a machine learning method that teaches computers to perform tasks that humans accomplish without 

thinking about it. A computer model learns to carry out categorization tasks directly from images, text, or sound using deep 

learning. Modern precision can be attained by deep learning models, sometimes even outperforming human ability. A sizable 

collection of labelled data and multi-layered neural network architectures are used to train models. We adopt different models 

in combination with deep learning techniques and test the outcomes.  

SINGLE LAYER PERCEPTION: There are only two layers of input and output in a single-layer perceptron. The name 

single layer perceptron refers to the fact that it only has one layer. It doesn't have any secret layers. 

MULTILAYER PERCEPTION: MLP is the abbreviation for multi-layer perception. It is made up of dense, completely 

connected layers that may change any input dimension into the desired dimension. A neural network with numerous layers is 

referred to as a multi-layer perception. To build a neural network, we combine neurons so that some of their outputs are also 

their inputs. 

We deliberate different models associated with the perceptions using a combination of the below-listed functions: 

SIGMOID: The sigmoid function is a mathematical function that has a characteristic that can take any real value and map it 

to between 0 to 1 shaped like the letter “S”. The sigmoid function is also known as a logistic function. 

ADAM: a stochastic gradient descent alternative optimization technique for deep learning model training. Adam creates an 

optimization technique that can handle sparse gradients in noisy situations by combining the best aspects of the AdaGrad and 

RMSProp algorithms. 

SGD: A straightforward yet highly effective method for fitting linear classifiers and regressors under convex loss functions, 

such as (linear) Support Vector Machines and Logistic Regression, is stochastic gradient descent (SGD). 

 

RELU: In deep neural networks or multi-layer neural networks, ReLu is a non-linear activation function. In deep neural 

networks or conventional neural network paradigms, the activation levels have been calculated instead of using the ReLu 

function. 

BATCH NORMALIZATION: The contributions to a layer for each mini-batch are normalised when using the batch 

normalisation technique to train very deep neural networks. As a result, the learning process is stabilised, and the quantity of 

training epochs needed to train deep neural networks is drastically reduced. 

DROPOUT: Dropout is a training method in which some neurons are ignored at random. They "drop out" at random. This 

means that any weight updates are not applied to the neuron on the backward pass, and their contribution to the activation of 

downstream neurons is temporally erased on the forward pass. 

 

 

 

https://scikit-learn.org/stable/modules/svm.html#svm-classification
https://scikit-learn.org/stable/modules/svm.html#svm-regression
https://scikit-learn.org/stable/modules/svm.html#svm-outlier-detection
https://scikit-learn.org/stable/modules/svm.html#svm-outlier-detection
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IV.    Results & Discussion 

Low variance and strong bias characterize an underfit model. Regardless of the exact samples in the training set, it cannot 

learn the problem. A model that is overfitting has a high variance and low bias. When fresh, previously unknown examples or 

even statistical noise is added to examples in the training dataset, the model performs inconsistently because it learns the 

training data too well. 

By expanding the model's capabilities, we can address underfitting. When a model has a higher capacity, it can fit more 

different types of functions for mapping inputs to outputs. Capacity describes a model's ability to fit a range of functions. By 

altering the model's structure, for as by including extra layers and/or nodes, it is simple to increase a model's capacity. 

Overfit models are more prevalent since an underfit model can be fixed so quickly. Monitoring the model's performance 

during training by assessing it on both a training dataset and a holdout validation dataset makes it simple to identify an overfit 

model. The learning curves, which are line plots of the model's performance throughout training, will reveal a well-known 

pattern. As evident from the results depicted in Figure 4, it is observed that the effectiveness of machine learning methods 

cannot be underestimated. As can be seen in Figure-5, RELU with a combination of ADAM and DROPOUT proves to be the 

best fitting model and SVM continues to be the best in terms of accuracy and training time.  

 

V. Conclusion & Future Work 

 

Both supervised and unsupervised machine learning are possible. Choose supervised learning if fewer data points with well-

marked training data are available. For huge data sets, unsupervised learning would typically perform and produce superior 

outcomes. Deep learning's primary objective is to get better with every new piece of data. This involves having the ability to 

change its fundamental structure to properly evaluate data. Utilizing consumer analytics, once that network has been 

completely developed using the test data, it enables more individualized service. As a part of our learning approach various 

machine learning and deep learning, models were applied to the labelled data and the performances were evaluated. The 

future work is planned on a larger data set with different combinations of models. 

 
Figure-4: Results of various deep learning models 
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Figure-5: Comparison of performances  
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