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ABSTRACT 

 

Security Breaches in computer networks have increased a lot in the last decade due to the 

profitable underground cybercrime economy. Many researches have been working on 

finding efficient techniques for detecting intrusions. Many surveys were present on different 

Machine Learning and Deep Learning Techniques in the last decade. Solutions proposed for 

dealing with network intrusions can be broadly classified as signature based and anomaly 

based. In this paper, a critical survey of Machine Learning (ML) and Deep learning (DL) 

techniques presented in the literature in the last ten years is presented. This 

survey would serve as a supplement to other general surveys on intrusion detection as well as 

a reference to recent work done in the area for researches working in ML and DL based 

intrusion detection systems. Some open issues are also discussed that are needed to be 

addressed. 
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1. INTRODUCTION 

With recent advancements in technology and availability of sophisticated tools, intrusions in 

computer networks have increased significantly. Intrusion is an attempt to compromise CIA 

(Confidentiality, Integrity, and Availability) or to bypass the security mechanisms of a 

computer or a network. Intrusions or security breaches incurs a huge loss to the companies. 

Table 1. describes the impact of intrusions on various companies. Intruders are using 

sophisticated (highly developed) tools to breach security. It’s very hard to detect those 

security breaches with the old traditional tools for intrusion detection. Hence, there is 

an alarming need to develop sophisticated intrusion detection as well as Intrusion Prevention 

Systems. The software or hardware which continuously monitor the network traffic is 

efficient in detecting security breaches. Many researchers have started working on Intrusion 

Detection Systems (IDS), Intrusion Prevention Systems (IPS). One such research started in 

1972[1] when James Anderson published his report on the need for detecting breaches in 

computer systems[2]. 

 
Table 1. Impact of Security Breaches on various companies 

Company Date Impact 

Yahoo August 2013 3 billion accounts 

LinkedIn June 2021 700 million users 
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Sina Weibo March 2020 538 million accounts 

Facebook April 2019 533 million users 

Yahoo 2014 500 million accounts 

NetEase October 2015 235 million user accounts 

LinkedIn June 2012 165 million users 

Adobe October 2013 153 million user records 

                                                  
 

Intrusion Detection is the process of monitoring the events occurring in a computer system or 

network and analysing them for signs of intrusion. IDS and IPS systems are classified into 

many types based on how these systems collect, process and act upon the events that are 

related to security breaches. There are mainly three types namely centralized, distributed or 

hybrid. These systems differ in terms of cost, performance and other measures. Intrusion 

Detection Systems are mainly classified as Signature-based and Anamoly-based. Signature 

based IDSes use the signature of known attacks to determine intrusions. Whereas, Anomaly 

based IDSs collect the data relating to behaviour of legitimate users and then current 

observed behaviour is analyzed to determine if those are that of authorized users or malicious 

users. 

 

There are different models used for Intrusion Detection. The Fields that are related to these 

models are Artificial Intelligence (AI), Machine Learning (ML), Neural Networks (NN) or 

Artificial Neural Networks (ANN), Deep Learning (DL). These fields are interrelated to each 

other as shown in the Fig1. Artificial Intelligence is the ability of a digital computer or 

computer-controlled robot to perform tasks commonly associated with intelligent beings. 

Machine Learning is a subfield of Artificial Intelligence and computer science which focuses 

on the use of data and algorithms to imitate the way that humans learn, gradually improving 

its accuracy. NNs are the network of neurons which pass data through several layers of the 

interconnected neurons. Haykin.S [3] defines NN as “Massively parallel combination 

of simple processing units which can acquire knowledge from the environment through 

a learning process and store the knowledge in its connections”. 
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                     Artificial Intelligence 

              Machine Learning 

         Neural Networks 

      

      Deep Learning 

 

 

 

 
Fig 1 Interrelation between different fields 

 

There are different ML based approaches and DL based approaches used for Intrusion 

Detection. Some of the ML based approaches are Artificial Neural Networks, Association 

Rules, Fuzzy Association Rules, Bayesian Network, Clustering, Decision Trees, Ensemble 

Learning, Evolutionary Computation, Hidden Markov Models, Inductive Learning, Naïve 

Bayes, K-Nearest Neighbours[5] and Support Vector Machine[4]. DL (Deep Learning) based 

approaches used for Intrusion detection are Deep neural network, Feed forward deep neural 

network[6], Recurrent neural network, Convolutional neural network, Deep auto-encoder[7].  

In this paper, the main focus is to present a critical survey on Intrusion detection approaches 

based on ML as well as DL presented in literature. The paper is organized as follows: 

In section2, Required background Information is presented. In section3, a survey on ML and 

DL based intrusion detection techniques is presented. In section 4 , related work is discussed. 

In section 5, observations and open issues about the survey are addressed. Section 6 

concludes the paper. 

 

2. BACKGROUND  
 

ML Algorithms are broadly classified as (i)Supervised (ii)Unsupervised (iii)Reinforcement 

learning. These are the three pillars of Machine Learning. Supervised learning algorithms use 

labelled datasets for training the model, which can then be used for purposes such as: 

Classification and Regression. In unsupervised learning, the training data are not labelled; the 

learning algorithm used tries to group / classify the training data based on some grouping 

techniques. Reinforcement learning is the third main class of machine learning 

algorithms which aims to find the middle ground between exploration of the data, such as 

unsupervised learning, and the usage of that knowledge, such as supervised learning. Unlike 

supervised learning it does not require a labelled dataset, and unlike unsupervised learning it 

does not focus solely on finding patterns without an intended application. Instead, it seeks to 

maximise the reward function in the long term even if that means experiencing negative 

reward, otherwise known as regret, in the short term for a overall experience. Signature based 

IDEes generally use supervised learning algorithms whereas anomaly-based IDEes use 

unsupervised learning algorithms. 
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Binary classification is the basic classification type where the number of classification labels 

is two. For intrusion detection, binary classification uses the labels normal and attack (or 

anomalous, abnormal, etc). Under Multiclass classification, the number of labels used for 

classifying data can be more than two. For example, for intrusion detection, data can be 

labelled as normal, Denial of Service Attack (DoS), User to Root Attack (U2R), Remote to 

Local Attack (R2L), Probing Attack, etc. Next, some types of algorithms used for classifying 

data are discussed.  

 

2.1. Machine Learning Techniques 

  
2.1.1. K-NN algorithm based classification 
K-Nearest Neighbours is one of the simplest Supervised Machine Learning algorithm 

mostly used for classifying a data point based on how its neighbours are classified. KNN is 

based on feature similarity [8]. KNN stores all available cases and classifies new cases based 

on a similarity measure. It is also called a lazy learner algorithm because it does not learn 

from the training set immediately instead it stores the dataset and at the time of classification, 

it performs an action on the dataset. The basic idea behind K-NN algorithm is developed 

by Fix et al[9] and later generalized by Cover et al [5]. For example, if training data are 

classified into two types A and B. Data of type A are square in shape and the data of type B 

are round in shape. When a new data point which is square in shape needs to be classified, K-

NN selects K nearest points and calculates the Euclidean distances between the new 

data point and the chosen K neighbours. Then, using some algorithm, it decides whether to 

classify the new data point as type A or type B. 

 

2.1.2. SVM Algorithm based Classification 
Support Vector Machine or SVM [10] is one of the most popular supervised learning 

algorithms, which is used for Classification as well as Regression problems. SVM chooses 

the extreme points / vectors that help in creating the hyperplane. These extreme cases are 

called as support vectors, and hence algorithm is termed as Support Vector Machine. Suppose 

we see a strange dog that also has some features of foxes, so if we want a model that 

can accurately identify whether it is a dog or fox, so such a model can be 

created by using the SVM algorithm. We will first train our model with lots of images of 

dogs and foxes so that it can learn about different features of dogs and foxes, and then we test 

it with this strange creature. So, as support vector creates a decision boundary between these 

two data (dog and fox) and choose extreme cases (support vectors), it will see the extreme 

case of dog and fox. On the basis of the support vectors, it will classify it as a dog. 

There are mainly two types of SVM namely Linear SVM and Non-Linear SVM. Linear SVM 

is used for linearly separable data and Non-Linear SVM is used for non-linearly separated 

data. 

 

2.2. Deep Learning Techniques 

 

There are different deep learning-based approaches which are used for intrusion detection. 

 

2.2.1. Autoencoders 
It is an unsupervised learning technique. Autoencoders map the input data to output data by 

encoding the input data. It is a data compression algorithm. Autoencoders consists of mainly 
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two parts namely encoder and decoder. Encoder takes the input and encodes it. For an input 

y, the encoded function is f(y). There lies an internal hidden layer between encoder and 

decoder which learns the coding from encoder. It has a function h, where h=f(y). Decoder 

function reconstructs the input from the hidden layer. If the decoder function is g, then 

reconstruction r=g(f(y)). 

 

2.2.2. Recurrent neural networks 
RNN [11] works on the principle of saving the output of a particular layer and feeding it back 

to the input to predict the output of the layer. RNN are an alternative to feed-forward neural 

network [12] because the latter cannot handle sequential data, it considers only the 

current input and it cannot memorize previous inputs. 

 

2.3. Datasets used for training ML and DL Models 
 

2.3.1. KDD99 
Knowledge Discovery in Databases[13] was published in 1999. Stolfo et al[14],[15] 

prepared this dataset. It was prepared based on DARPA98[16]. The dataset consists of 

records and each record has 41 features. Records are tagged either as normal or an attack. 

This Dataset is imbalanced as the training and testing datasets of this dataset have 78% 

and 75% duplicate records. Table 2. describes the data distribution for each class of 

KDD99[17]. 

 
 

 

Table 2. Class Distribution of the KDD99 dataset 
 

Class Training (%) Testing (%) 

Normal 972781 19.85 60593 19.48 

DoS 3883390 79.27 231455 74.41 

Probe 41102 0.83 4166 1.33 

U2R 52 0.001 245 0.07 

R2L 1106 0.02 14570 4.68 

 

2.3.2. NSL-KDD 
The other dataset used for Intrusion detection is Network Socket Layer-Knowledge 

Discovery in Databases(NSL-KDD)[18]. Travellaee et al.[15] prepared this dataset on the 

basis of KDD99 dataset. This dataset does not contain any duplicate records. However, the 

class distribution is imbalanced like KDD99 dataset. Table 3 describes the class distribution 

of this dataset. 
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Table 3.Class distribution of the NSL-KDD dataset 
 

Class Training20 (%) Training+ (%) Testing (%) 

Normal 13449 53.3 67343 53.5 9711 43.1 

DoS 9234 36.7 45927 36.4 7458 33.1 

Probe 2289 9.1 11656 9.3 2421 10.7 

U2R 11 0.04 52 0.041 67 0.3 

R2L 209 0.83 995 0.78 2887 12.8 

 

           
2.3.3. UNSW-NB15 
Moustafa et al. [19] proposed this dataset. This dataset capture the network traffic with the 

help of tcp dump tool. This dataset consists of 49 features and 2,540,044 records. This dataset 

is also not balanced. The dataset contains data related to nine attack classes namely Fuzzers, 

Analysis Backdoor, DOS, Exploit, Generic, Reconnaissance, Shellcode and Worm. Table 4. 

describes the data distribution for various attack classes in the UNSW-NB15 dataset. 

 
Table 4. Data distribution for various attack classes in the UNSW-NB15 dataset 

 

Class Training (%) Testing (%) 

Normal 11200 32 7400 45 

Generic 8000 23 3774 23 

Exploits 6679 19.05 2226 13.5 

Fuzzers 3637 10.37 1212 7.36 

DoS 2453 6.99 818 4.97 

Reconnaissance 2098 5.98 699 4.25 

Analysis 400 1.14 135 0.82 

Backdoor 349 1 117 0.71 

Shellcode 227 0.65 76 0.46 

Worms 26 0.07 9 0.05 
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2.4. Performance metrics used for evaluating intrusion detection systems 
 

True Positive Rate (TPR): Probability that an actual intrusion will be declared as an 

intrusion by the Intrusion Detection System. 

             

TPR=TP/TP+FN         ….(1) 

Where, TP - Number of positive events detected by an IDS 

                       FN - Number of false negative events detected by an IDS 

 

True Negative Rate (TNR): Probability that a non-intrusive action will be declared as a non-

intrusive action by the Intrusion detection System. 

               

TNR=TN/TN+FP           ….(2) 

Where, TN - Number of true negative events detected by an IDS 

            FP - Number of false positive events detected by an IDS 

 

False Positive Rate (FPR): Probability that an IDS will detect an action as intrusion while it 

is actually not an intrusion. 

        

FPR=FP/FP+TN            ….(3) 

Where, TN-Number of true negative events detected by an IDS 

             FP-Number of false positive events detected by an IDS 

 

False Negative Rate (FNR): Probability that a non-intrusive action/event will be detected 

as an intrusive action/event by the IDS 

 

FNR=FN/FN+TP         ….(4) 

Where, TP - Number of true positive events detected by an IDS 

               FN - Number of false negative events detected by an IDS 

 

Accuracy: It is the proportion of events that are correctly predicted by the algorithm. 

  

Accuracy=TP+TN/TP+TN+FP+FN     ….(5) 

Precision: It is the proportion of events that are predicted by the algorithm as intrusion are 

actually intrusions. 

 

Precision=TP/TP+FP         ….(6) 

 

Recall: It is the proportion of actual intrusions that were predicted as intrusions by the 

algorithm. 

 

Recall=TP/TP+FN             ….(7) 

 

F1-Score: It is the harmonic mean of Precision and Recall 

 

F1-Score=2*(Precision*Recall/Precision+Recall)     .…(8) 
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2.4.1. Confusion Matrix 
It is a table layout of experimental results of an algorithm.It helps in understanding the 

performance of an algorithm. Confusion matrix looks like Table 5. 

 
                                                                                   Table 5 
 

TP FP 

FN TN 

                                                                             
 

3. Intrusion detection techniques based on Machine Learning and Deep Learning 

  
In this section, critical survey of the papers on Intrusion detection that use ML and DL 

techniques is presented. These papers used both binary as well multi class classification.  
 

3.1. Intrusion detection techniques based on Machine Learning 
Elbasiony et al. [20] proposed a hybrid Model which consists of two parts: misuse (signature-

based) detection part and anomaly detection part. It has two phases namely online and offline. 

Online Phase is responsible for the misuse detection part. If no match is found, It sends the 

network traffic to Anomaly detection part. Weighted K-means algorithm is used in anomaly 

detection part. This hybrid model achieved 98.3% accuracy with 1.6% false positive rate on 

the KDD99 dataset. 

 

Ever et al. [21] has proposed three Machine Learning models namely Artificial Neural 

Network (ANN), Support Vector Machine (SVM), and Decision Tree (DT). The goal of 

the study was to find the best technique among the three. Two experiments were performed 

by using 60% and 70% of the dataset NSL-KDD for training and the rest of the dataset for 

testing. The experiments show that DT achieved 98.84% training accuracy. However, the 

accuracy of the other two models are not mentioned.  

 

Horng et al.[22] used Support Vector Machine for Intrusion detection. Hierarchical clustering 

algorithms are used which reduce the size of training data because SVM cannot accept large 

input in it’s training phase. The outputs of the experiments show that this technique achieved 

95.72% accuracy with 0.7% false positive rate. 

Moualla et al.[23] used ML techniques to develop an Intrusion detection system. Synthetic 

minority oversampling (SMOTE) algorithm is used for balancing the dataset which is 

followed by the pre-processing stage where simple data cleaning and one-hot-encoding is 

performed. The normalization of data is done based on z-score. Extremely randomized trees 

classifier is used for feature selection and ELM classifier for each class type. This approach 

achieved an overall accuracy of 98.43%. 

 

3.2. Intrusion detection techniques based on Deep Learning 
Zhang et al. [24] proposed a technique based on Genetic Algorithm (GA) and Deep Brief 

Network (DBN) for addressing security in IoT. Genetic algorithm was used for optimizing 

the number of hidden layers and the number of neurons in a layer for each type of attack. 

They used NSL-KDD dataset to evaluate their technique. Before applying the technique 
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normalization of the dataset is done using min-max normalization. This method has higher 

accuracy on classes like U2R compared to other compared methods. 

 

Shone et al. [25] proposed a technique where he used two layers of Non-symmetric 

Deep Auto Encoder (NDAE) for unsupervised feature learning. NDAE does not contain a 

decoder. Random Forest (RF) was used to do the final classification of the network data into 

normal and attack. The authors used datasets like NSL-KDD and KDD99 for evaluating their 

model 10-fold cross validation was performed to overcome over-fitting and under-fitting 

problem. False alarm rate was very highin some attack classes as the datasets used contained 

imbalanced data. 

  

Salama et al. [26] introduced a three step approach for Intrusion detection in computer 

networks. The first step includes pre-processing of data by changing symbolic features into 

numeric values. In the second step, they used DBN with two layers of Restricted Boltzmann 

Machine (RBM) to reduce the dimension of features. Back propagation algorithm was 

used for DBN. The first layer consists of 41 inputs. It was reduced to 13 and was fed as 

input to the second layer. The output of the second layer consists of 5 features. In the third 

step, SVM was used for classification purposes. The accuracy of their hybrid model was 

better than DBN and SVM. 

 

Javaid et al. [27] proposed a model based on Autoencoder for feature representation 

and feature learning. Soft-max regression was used for the classification. In the pre-

processing step, Transformation of categorical features into continuous features is done. 

They also normalized the data using min-max method. They performed two types of 

evaluations. In order to do cross validation, they used training data for both training and 

testing. In the second approach, they used different datasets for testing and training. 

 

Yin et al. [11] introduced a two step deep learning approach for Intrusion detection. 

one hot encoding was used in the pre-processing step for transforming the 

categorical data into numerical values. After that, the dataset was normalized using min max 

method. For classification, RNN with forward propagation and backward propagation was 

used. Cross-entropy was used to calculate the difference between output values, produced by 

the forward propagation and true value. Both binary and multi-class classification were 

performed in this approach. Performance of this approach using KDD Test 21 was around 

64%. 

 

Ge et al. [28] introduced a deep learning based approach for detecting intrusions in IoT. They 

used FNN to detect intrusions. Information from header fields in IP packets is used to extract 

features. After extracting these features, they fed all the training data to the FNN to do the 

classification. Both binary and multi-class classification are performed. They used BoT IoT 

dataset, which was created in the cyber range lab of the UNSW Institute for Cyber Security. 

This method achieved higher accuracy than Support Vector Classifier (SVC). 

 

Vinayakumar et al. [29] introduced a hybrid DNN framework for detecting intrusions, called 

scale-hybrid-IDS-AlertNet. This model can detect both host and network level intrusions. 

Different datasets like KDDCup99, NSL-KDD, Kyoto, UNSW-NB15, WSN-DS and CICIDS 

2017 were used to test their model. Overall performance of their model is best among all the 

competitor models compared. 



Turkish Journal of Computer and Mathematics Education                Vol.10 No.03 (2019), 1306-1319 
 
 
 
 

1315 
 

Research Article  
 

 

 

4. Related work 
 

In this section, the survey papers on Intrusion detection systems, published over the last 

decade are briefly discussed. Ganapathy et al. [30] present a survey on feature selection and 

classification techniques. They also present two new algorithms - an attribute selection based 

feature selection algorithm and a rule-based multiclass support vector machine algorithm. 

Mitchell et al. [31] present a survey of 28 intrusion detection techniques for cyber-physical 

systems. They discuss the performance metrics used in IDSes, the characteristics of the IDSes 

and their merits and demerits. 

 

Butun et al. [32] present a survey of IDSes for wireless sensor networks. Milenkoski et al. 

[33] present a survey of the common practices used for evaluating IDSes. They categorized 

the IDS based on monitored platform, attack detection method and deployment architecture. 

Then, they survey the evaluation approaches and methods used by these IDSes with respect 

to workload, metrics used and measurement methodology used. Vasilomanolakis et al. [34] 

present a detailed framework of requirements and building blocks for Collaborative Intrusion 

Detection Systems (CIDSes). They also present a critical analysis of CIDSes presented in the 

literature with respect to their framework. 

 

Buczak et al. [35] present an article on the history of the evolution of ML and DM 

techniques. They also mentioned the differences, similarities, 

and various datasets used by these techniques. They also present about ML / DM methods in 

cybersecurity like Artificial Neural Networks, Association Rules, Fuzzy Association Rules, 

Bayesian Network, Clustering, Decision Trees, etc. They also discussed the computational 

complexity of ML and DM methods and related open issues. 

 

Liu et al. [36] present a survey on different security threats against algorithms such as Naive 

Bayes, DT, SVM etc. Benkhelifa et al. [37] present a survey on Intrusion detection 

techniques presented in the literature for IoT. They also present an architecture for IDSes 

which are suitable for IoT. Nisioti et al . [38] present a survey on unsupervised and  hybrid 

Machine Learning Approaches for Intrusion detection.They analyzed the algorithms and 

identified their drawbacks. They also identified some new classes of attacks that do not 

belong to any of the known classes and suggested methods to detect them. 

 

Resende et al. [39] present a survey of IDSes using Random Forest based methods for 

classification, feature selection etc. Khraisat et al. [40] present a survey on some recent works 

of IDSes and also discuss some datasets used for evaluating them. Liang et al. [41] present a 

survey on advantages and disadvantages of using Machine Learning in designing Intrusion 

detection systems. Kiennert et al. [42] present a survey of Intrusion detection techniques that 

use game theory for analysing data and detecting intrusions. Al-Garadi et al.[43] present a 

survey on IDSes for Internet of Things (IoT). Wu et al. [44] present a survey on 

IDSes proposed in the literature for in-vehicle network (IVN). 

 

5. Discussion and open issues 

 

In this section, some open issues that are still to be resolved are discussed. 
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Parallelizing IDSes and distributed IDSes 
Centralized Intrusion detection systems are not scalable and are suitable to only small 

networks. But, ML based centralized IDSes which use parallel processing are efficient 

in early detection of network based attacks. Distributed and collaborative IDSes are scalable 

but they may not detect all intrusions unless all events are collected and processed at a central 

location. 

 

Dealing with data imbalance problem 
All methods discussed so far cannot handle imbalanced datasets. One method which is robust 

in dealing with imbalanced datasets is Random Forest. More research work has to be done in 

finding efficient methods for dealing with data imbalance problem. 

 

Labelling of training data 
Supervised algorithms of Machine Learning need Labelled data for training. Effective 

methods for determining labels for training data are needed. More research work has to be 

done in finding efficient methods for determining labels for training data. 

 

Security of machine learning algorithms. 
Machine Learning Algorithms are susceptible to attacks. Attackers could inject malicious 

data into training datasets. These types of attacks are possible especially against ML 

algorithms that dynamically update their training datasets. 

 

Performance metrics 
Detection latency is an important metric for evaluating IDSes. Timely detection of intrusions 

will help in reducing recovery time and recovery overhead. So, More research work has to be 

done in finding techniques that have good Detection latency. 

 

6. Conclusion 

 

In this paper, a critical survey of research work on intrusion detection using ML techniques 

and DL techniques over the last decade are discussed. Some of the open issues that still 

remain to be addressed are also discussed. This survey is complementary to other existing 

surveys on intrusion detection and will serve as a supplement to other surveys. It will also 

serve as ready reference to researchers working on intrusion detection using ML and DL 

techniques. 
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