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ABSTRACT 

Due to the development of High Dynamic Range Images, multi-exposure fusion has received a lot of attention in 

recent years. High dynamic range (HDR) imaging allows for the preservation of natural scenes in the same way that 

human observers perceive them. Due to the wide dynamic range of natural scenes, significant details in images may 

be lost when using standard low dynamic range (LDR) capture/display devices. This study proposes an efficient 

multi-exposure fusion (MEF) approach with a simple yet effective weight extraction method based on principal 

component analysis, adaptive well-exposedness, and saliency maps to minimise information loss and produce high 

quality HDRlike images for LDR screens.These weight maps are then refined using a guided filter, and the fusion is 

performed using a pyramidal decomposition. Experiment results show that the proposed method produces very strong 

statistical and visual results when compared to existing techniques. 

IndexTerms—Image Fusion, PCA, Adaptive Well Exposedness, Saliency Map, Dual Pyramid. 

 

1. INTRODUCTION 

Multi-exposure image fusion, in general, refers to the process of combining multiple images with complementary 

information into a single image with optimal information. High dynamic range (HDR) technology aims to produce 

high-quality images that are comparable to human perception. By proposing a multi-exposure image fusion scheme, 

we hope to acquire significant HDR images and improve the subjective and objective evaluation of the fusion effect. 

MEF's primary goal is to keep the most informative parts of each exposure image by extracting weight maps and then 

blending them into a single HDRlike image [1]. A weight map extraction scheme based on PCA, adaptive well 

exposure, and saliency map is proposed. The input stack is fused using the Gaussian pyramid of weight maps and the 

Laplacian pyramid of exposures. We present a method for more easily incorporating desired image qualities, 

particularly those relevantfor combining different exposures. In this paper, we present a new MEF algorithm that 

focuses on the design of an efficient and effective weight function. The weight is obtained as a function of pixel 

values within an image in the set of multi-exposure images in the majority of conventional pixel-wise MEF methods. 

In other words, existing methods typically apply the same rule to every image in the set, whereas our method 

employs an adaptive rule across all images. We define three weight functions that may reflect the quality of pixels. 

The first is to represent the pixel quality in terms of an input image's overall brightness and that of neighbouring 

exposure images. The weight is intended to be large in the bright areas of the underexposed image and small in the 

bright areas of the overexposed image. The second weight reflects a pixel's importance when its value is in a 

range with a relatively large global gradient when compared to other exposure images. The total weight is the sum of 

these three weights. Because of the simple weight function, the proposed method requires little computational 

complexity while producing visually appealing results and receiving high scores on an image quality measure. Multi-

exposure fusion (MEF) is a popular method for achieving high dynamic range imaging. The selection of features for 

fusion weight calculation is critical to MEF's performance. 

The MEF method generates the weight map by combining three image quality measures (PCA, Adaptive well 

exposedness, and saliency map) and fusing the images in an efficient multi-resolution framework. A camera's 

dynamic range is usually less than that of most of the scenes we want to capture. Whatever a camera's bit-depth is, it 

is considered to have a relatively low dynamic range (LDR) when compared to scenes with a high dynamic range 

(HDR). As a result, the most common method for capturing such HDR scenes with an LDR camera is to take several 

pictures while changing the exposure time from short to long [2] and merge to an HDR one. 

To display the synthesised HDR image on an LDR display device, however, we need a tone-mapping process to 

compress the HDR into the LDR [3,4]. When we only have LDR displays as targets, we can directly synthesise a 

tone-mapped-like LDR image from the multi-exposure images. The multi-exposure image Fusion (MEF) 

algorithm is commonly used for this purpose. It defines a weight map for each of the multi-exposure images and 

synthesises a final tone-mapped-like image as a weighted sum of the images.The model incorporates recursive 

downsampling and processing, and halo effects are significantly reduced. A MEF algorithm based on image linear 

embeddings and watershed masking is developed in a recent study by Ulucan et al [5]. As a result, the most 

important task in this approach is determining the appropriate weight maps. Burt et al. [6] used Laplacian pyramid 
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decomposition to compute weight maps using local efficient energy and pyramid correlation. Mertens et al. [7] 

defined several pixel quality metrics, including contrast, saturation, and well-exposedness. Raman et al. [8] and 

Zhang et al. [9] discovered information-rich regions in images using gradient magnitudes or a bilateral filtering 

process. Because weight maps are frequently noisy, Li et al. [10,11] refined them with edge-preserving filters like the 

recursive filter or the guided filter [12]. To fuse images, Shen et al. proposed a random walk approach. 

 

2. PROPOSED METHOD 

Flowchart 

 
 

Fig 1 A flowchart of the proposed method 

 

We have three types of maps for input exposures. Adaptive well exposure, PCA, and Saliency map We get a final 

weight by combining these three techniques in order to output a fused image via pyramidal decomposition. 

 

PCA Weight Extraction Technique 

A linear dimensionality reduction technique that converts a set of correlated elements into a smaller number of 

uncorrelated elements. It is used to reduce the dimensionality of large data sets by transforming a large set of 

variables into a smaller one that retains the majority of the information from the larger set. When performing PCA on 

images, one must create a flat vector of features, where each pixel's intensity is a feature and each image is 

represented as a flat vector. For example, if you have 16x16 grayscale images, you should convert them to 256 values 

and use PCA on that data; it is one of the most well-known data compression techniques [13] 

PCA assists us in identifying patterns based on their correlation, or it is simply a feature extraction technique that 

allows us to drop the least important information while retaining the important information in the dataset. 

How does PCA reduce the number of image dimensions? 

Majorly four steps 

(1) Normalize image data 

(2) Calculate covariance matrix from image data 

(3) Perform single value decomposition 

(4) Find projection of image data on the basis of reduced features. 

 

PCA uses an orthogonal transformation to produce linearly uncorrelated variables from potentially correlated data 

[14]. Using the eigenvectors of the covariance matrix, the correlated data is projected onto the PCA space. The first 

principal component is in the direction of the greatest variance (first eigenvector), while the second is in the 

subspace perpendicular to the first, and the subsequent principal components are computed in the same manner. Data 

representations in the PCA space are known as scores. 

PCA has already been used in image fusion but, to the best of available knowledge, it has not been employed in MEF 

studies [14]. Therefore, it is investigated in this study first by vectorizing 𝑁number of gray-scale versions of 

exposure images 𝐼𝑛, 𝑛= 1…𝑁, into column vectors of the size 𝑟𝑐×1 where 𝑟and 𝑐represent the number of rows and 

columns of each image, respectively. The obtained 𝑁column vectors are then stacked into the columns of an 𝑟𝑐× 
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𝑁data matrix, in which there are 𝑟𝑐observations with 𝑁variables each, for calculating the scores of observations via 

PCA. Subsequently, each variable-score vector is linearly normalised to have a range of [0 1], then reshaped to a rc 

matrix and smoothed with a simple smoothing Gaussian filter. Finally, N PCA weight maps (Pn) are generated using 

a sum-to-one normalisation at each spatial position. 

 

Adaptive Well Exposedness Weight extraction Technique 

Adaptive well exposure is a feature used in weight extraction. It will extract each red-green-blue channel separately 

for a given exposure image using the Gaussian Curve as the extraction method. 

𝑒(𝑥𝑛 −0.5)2 /2𝜎 2 

where, ϭ=0.2 

The weight aims to maintain pixel intensities that are not close to 0 or 1. As a result, the favour pixel intensity in well-

exposed pixels for weight extraction will be close to 0.5. However, the well-exposedness feature is not always 

sufficient for preserving bright-exposure images [15]. To address this issue, we proposed well-exposure based on the 

mean of pixel intensities in the exposure image. We changed the contrast value to 0.5 and replaced it with some 

functions of the mean of the pixel intensities of xn and its neighbouring exposure images, Xn-1 and xn+1. So, the 

adaptive well exposedness that we proposed is used to allocate large weights to dark regions when the image is long 

exposed and small weights to bright regions when the image is short exposed [15].All computations are performed on 

the luminance channel Zn of Xn, as specified in eq (1) 

𝑥 𝑛 −(1−2𝜇𝑥𝑛 )2 

[− 

En = 𝑒 
/2𝜎𝑥𝑛 

]  
------(1) 

 

Where 𝜎Xn and 𝜇Xn represent the mean and standard deviation of pixel intensities, respectively. Finally, it provides 

an adaptive algorithm because Gaussian curve controlling parameters are extracted from statistical data of each 

individual exposure and large weights are assigned to the best luminance intensities of the input. we can depict the 

obtained adaptive well-exposedness weight En of the Ulucan stack. 

 

Saliency Map Weight extraction technique: 

A saliency map is simply a region in an image that is highlighted and first noticed by the human eye. This saliency 

map can be used to extract weight. The absolute value of the difference between the intensity of the pixel and the 

reference grayscale intensity is determined for this purpose. Saliency maps are used in this process to assign higher 

weights to image regions that are more appealing to the human eye. This technique, developed by Hou et al [16], is 

implemented in the proposed MEF method. This has a specific algorithm known as the saliency algorithm. It is a 

method of determining the most relevant in an image while spending less time and energy.It uses machine learning to 

extract information about important, relevant data from any given image by locating salient regions and points, and it 

is based on image signature. The image signature is the sign of the Discrete Cosine Transform (DCT) coefficients. 

Finally, the saliency maps are derived from the reconstructed image. The reader can find more information about this 

in [16]. 

 

Final weight and Fusion 

After characterizing all three weight maps, they are combined to form a single refined map for each exposure in the 

input stack given in eq (2) as follows 

𝑤𝑛 = 𝐺𝑢𝑖𝑑𝑓𝑖𝑙𝑡(𝑃𝑛 ∗ 𝑋𝑛 ∗ 𝑆𝑛 )-----(2) 

𝑛 = 1,2, − − −𝑚 
 

Where Guidfilt is an edge-preserving (smoothing) filter, it is referred to as a guided filter[17]. This guided filter is 

applied to weight maps to reduce discontinuities and noise. To form the final weight for fusion, all of these weight 

maps are normalized to satisfy a sum to one at spatial positions. 

Pyramidal decomposition is used to avoid artifacts such as the halo effect at sharp texture and colour transitions. In 

particular, the laplacian pyramid is used to decompose each input exposure level of distinct resolution, whereas the 

Gaussian pyramid is used to perform the same operation for final fusion weights. This operation is performed at each 

pyramid level, yielding a fused laplacian pyramid for the fused image given in eq(3) 
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𝑛 𝑛 
𝐿{𝐹𝑙} = ∑𝑛=1 𝐺{𝑤𝑙 } ∗ 𝐿{𝐼𝑙 }------(3) 

where the fused pyramid L{𝐹𝑙} is eventually collapsed to obtain the final fused image F. 

The weight map extraction algorithm relies on principal component analysis (PCA), adaptive well-exposedness and 

saliency map features. These maps are later refined by a guided filter, and then exposure images are fused via a 

pyramidal decomposition. The proposed method is compared with well-known MEF algorithms and it demonstrates 

very strong outputs both statistically and visually. 

 

3. Experimental results 

The proposed MEF algorithm(MEF-PAS)is compared to Mertens[1],Ulucan [2].MATLAB R2019b is used to run all 

experiments on an AMD Ryzen(TM)3 3200x CPU @ 3.5 GHz 2-core 4GB RAM machine. All competing 

algorithms, including the proposed method, are used with their default settings with no optimization.The MEF-SSIM 

multi-scale structural similarity framework [18] is used to conduct a statistical performance analysis. MEF-SSIM is a 

perceptual quality assessment metric that produces statistical results in the [0 1] range by taking into account both 

global luminance consistency and local structure preservation. A higher score reflects higher perceptual quality. 

Table 1 shows the statistical scores obtained for all algorithms. We calculated runtime, MEF SSIM, and MSE (mean 

square error of our method). For this exposure sequence, MEF-PAS yields the highest MEF-SSIM score. When 

compared to mertens1 and ulcan5, which have lower brightness and less information in several parts of the fused 

image, the proposed method clearly preserves the details of the Flower, Belgium, and Venice. The walls in Ulucan, 

on the other hand, have a more plausible colour. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 2 Building Ulucan (Left), Ours (Right) 

 
Figure 2 depicts a visual comparison of the building stack fusion outputs from PASMEF and Ulucan. Inthis example, 

PAS-MEF achieves the highest MEF-SSIM score when compared to other competing techniques. The PASMEF 

output clearly shows that the colour of the building is more natural. Figure 3 depicts a further visual comparison for 

Belgium. The proposed PAS-MEF recovers light and building colour much better, preserving trees and ensuring that 

Belgium has vibrant colours in Ulucan. 
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 Fig 3 Belgium Ulucan (Left), Ours (Right) 

The fusion outputs of MEF-PAS for the Ulucan stack are compared in Fig. 4. Although PAS-MEF has the 

lowest MEFSSIM score of any stack in the dataset for this exposure sequence, the background has more well- settled 

colours in light regions, and the chairs and walls have more vivid colours when compared to Ulucan, whose MEF-

SSIM is slightly higher. 

Weight maps are first defined using linear embeddings of exposure image patch spaces while preserving the sampled 

manifold structure's local geometry. Watershed masking is then used to refine these weight maps to highlight the 

most informative parts of each exposure in the input stack. Finally, the fusion process is carried out using weighted 

averaging. More fusion examples are shown in Figs. 3 and 4 for Building and Belgium, respectively. PAS-MEF 

produces more vibrant colours for the building, doors, and trees in the background, whereas Ulucan produces a 

darker output[5]. 

 

  MEF- 

SSIM 

Run 

time 

MEF- 

SSIM 

Run 

time 

MEF- 

SSIM 

Run 

time 

Mean 

square 

error 

Building 0.925 1.8459 0.9337 13.0503 0.921 0.3052 0.1048 

Belgium 

house 

0.962 1.3776 0.9641 16.4578 0.968 0.5308 2.7592 

Chairs 0.938 1.4898 9454 12.7819 0.949 0.3721 5.4595 

Church 0.972 1.8005 0.9732 12.8199 0.973 0.3464 5.2449 

House 0.919 1.5519 0.8984 12.6676 936 0.2773 2.0707 

Venice 0.954 1.5845 0.9424 15.5977 0.978 0.3037 3.5824 

Demo- 

IzmirNight 

0.985 1.6252 0.9927 31.4614 0.98 1.3033 4.9393 

Flower 0.938 1.8102 0.9467 6.024 0.963 0.2946 5.7874 

 

Table 1: MEF-SSIM scores for each exposure stack used in experiments. 

 

As it can be deduced from above studies, each specific algorithm generally differs in the way of extraction and/or 

characterization of weight maps. Therefore, new weight map extraction methods will enlighten the path leading to a 

general map formation framework. To this end, in this paper, a novel MEF method is proposed to fuse static 

exposure stacks. The weight map extraction algorithm relies on principal component analysis (PCA), adaptive well-

exposedness and saliency map feature 



Vol.13 No.03 (2022), 69-77 

Research Article 
 

Turkish Journal of Computer and Mathematics Education 

74 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 4 Chairs Ulucan (Left), Ours (Right) 

 
In Fig. 5, the fusion results are presented for the Mask stack. PAS-MEF produces the highest MEF-SSIM score 

(together with Hayat) for this exposure sequence. When compared to Ulucan [5]which has lower brightness and less 

information in several parts in the fused image, the proposed method clearly preserves the details of the building and 

the Venice, and Flowers are clearer when compared to Ulucan [5]. In Fig. 5, the fusion outputs of PAS-MEF and 

Mertens are compared for the Ulucan stack. Although PAS-MEF has its lowest MEFSSIM score for this exposure 

sequence among other stacks in the dataset, the sky has more well-settled colors in blue regions, and the rooftop of 

the house and the grass have more vivid colors when compared to Hayat, whose MEF-SSIM is slightly higher.The 

fusion outputs of PAS-MEF and Hayat are compared for the Ulucanstack. Although PAS-MEF has its lowest 

MEFSSIM score for this exposure sequence among other stacks in the dataset, the lighting has more well-settled 

colors in bright regions, and the rooftop of the house and the walls have more vivid colors when compared to Ulucan 

and Mertens, whose MEF-SSIM is slightly higher. The building has more well-settled colors in PAS-MEF which has 

the highest MEF-SSIM score when compared to other methods.The proposed method is compared with well-known 

MEF algorithms and it demonstrates very strong outputs both statistically and visually. These weight maps are then 

refined via watershed masking to highlight most informative parts of each exposure in the input stack.Exposure 

sequence among other stacks in the dataset, the sky has more well-settled colors in blue regions, and the rooftop of 

the house and the grass have more vivid colors when compared to Hayat, whose MEF-SSIM is slightly higher. The 

building has more well- settled colors in PAS-MEF which has the highest MEF-SSIM score when compared to other 

methods. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 5 church: Ulucan (Left), Ours (Right) 
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The proposed method is compared with well-known MEF algorithms and it demonstrates very strong outputs both 

statistically and visually. These weight maps are then refined via watershed masking to highlight most informative 

parts of each exposure in the input stack. Exposure sequence among other stacks in the dataset, the sky has more 

well-settled colors in blue regions, and the rooftop of the house and the grass have more vivid colors when compared 

to Hayat, whose MEF-SSIM is slightly higher. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 6 House Ulucan (Left), Ours (Right) 

 
Further fusion examples are illustrated in Fig. 4 and Fig. 6 for Chairs and House, respectively. The rooftop of the 

Church, books and Chairs in the background have more striking colors in PAS-MEF, while a darker output is 

generated by Ulucan. Next in Fig. 5, Ulucancontains very bright regions on the house. The house has more well-

settled colors in PAS-MEF which has the highest MEF-SSIM score when compared to other methods. Weights maps 

are first characterized via linear embeddings of exposure image patch spaces, while preserving local geometry of the 

sampled manifold structure. 

CONCLUSION 

The proposed MEF is widely used for obtaining HDR-like high quality images, and numerous studies in this field are 

available. In general, the weight map characterization process differs between existing methods. The weight 

extraction method based on PCA, adaptive well-exposedness, and saliency map is introduced in this paper. The 

obtained weights are refined using a guided filter, and image fusion is performed using pyramidal decomposition. 

Both statistically and practically, the proposed algorithm produces very strong results. 

In the future, the proposed algorithm will be optimised to improve its statistical and virtual performances while also 

reducing run-time complexity. 
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