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ABSTRACT:The authors have recently introduced a new generalized derivatives operator y, ; nm, which

generalized many well-known operators studied earlier by many different authors. The trend of finding new
operators such as the differential or the integral operators has attached many researchers and in fact, has become
necessary to some of the researchers. The aim of this paper is to the equality relation.

1+ n)ﬂ;jlem f(z2)=1z (u;l'l';lz f (z)) +n (uﬂfz'm f (z)), to discuss some interesting results using the technique

of differential subordination. The results include the subordination and the indlusion. Whenever n =0, 4, =0
we have results given by Oros [10].
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1. INTRODUCTION AND DEFINITIONS
Assume that A is denoting the class of functions of the form f(z) = z + Y7, axz¥,a;,  (1.1)
is complex number which are analytic in the open unit disc U = {z: z € C: |z| < 1} on the complex plane C.
Assume that S, S*(a), C(a)(0 < a < 1) indicates the subclasses of A consisting of functions that are univalent,
starlike of order a and convex of order ain U, respectively. In particular, the classes S*(0) = S*and C(0) = C
are the familiar classes of starlike and convex functions in U, respectively.

And a functionf € C(a)if Re[l + % > a. Furthermore a function f analytic in U

is said to be convex if it is univalent and f(U) is convex. Assume that H(U) is the class of holomorphic
function in unitdisc U == {z:z € C:|z| < 1}.
Recognize A, = {f EHW):f(z)=z+ a,ZIT:l +,(z€ U)},With Ai=A. For a€Candn€eN =
(1,23, ..}
assume that Hla,n] = {f e HU): f(2) = z + a,z" + a,,.,2""+, ..., (z € U)}.
Let be given two functions f(z) = z + Y5, axz®, a, and g(z) = z + X5, b z¥, analytic in the open unit disc
U={z:z€C:|z| <1}. Then the Hadamard product (or convolution) fxg of two functions
f,gis defined by f(z) x g(z) = (f * 9)(2) = z + apb,z*. Next, we state basic ideas on subordination. If f
and g are analytic in U, then the function f is said to be subordinate to g, and can be written as f < g or f(z) <
g(2) (z € U), if and only if there exists the Schwarz function w, analytic in U,w(0) = 0 and |w(z)| < 1
such that
f(z) = g(w(2))(z € U), Furthermore if g is univalent inU, then f < g if and only if £(0) = g(0) and f(U)
g).
Suppose P: €2 x U — C and let h be univalent in U, if P is analytic in U satisfies the (second order) differential
subordination Y[p(z), zp' (z),z%p"' (2); z) < h(z), (z € U), (1.2)
Then p is known as solution of the differential subordination.
The univalent function q is known as dominant of the solutions of the differential subordination, or more simply
a dominant, if p < q for all p satisfying (1.2)dominant § that satisfies
G < q for all dominants g of (1.2) is said to be the best dominant of (1.2) . ( Note that the best dominant is
unigue up to a rotation of U).
Now, (x),denotes the Pochhammer symbol (or the shifted factorial)defined by

_ {1 fork =0,x € C{0},
(s = {x(x +1D(x+2)..(x+k—1)forkeN=1{123,..,}and x € C.
studied the generalization derivative operator u, ; »m which given as the following:

In [1] the authors introduced and
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Definition 1. Suppose for f € A the generalized derivative operator u; ; nm is defined by p; ; nm:A - A
Haa,mm f(2) = @, 5,m(2) * R f(2), (z € V),

R™f(z) denotes the Ruscheweyh derivative operator and ¢} ; (z) analytic function defined by
O (1 + A4 (k — 1)1z
1+ Ak —-1)m
n=2
S (1+ A4, (k — D)™ 1zkc(n, k)ayz*

1 Azn,mf(Z) =z+ A+, D)" ,(z € U),

oif@) =2+ (z e ),

n=2

where n,m € Ny = {0,1,2,,..},4, = 4, = 0 and c(n, k) = [**7] = % Special cases of this operator
include the Ruscheweyh derivative operator in the cases is as follows: -

ﬂal o = Hoo = Hoa, =R™ [14], the Salagean derivative operator uo 7+l = gn [15], the generalized
Ruscheweyh derivative operator uf{ 20 = R} [3], the generalized Salagean derivative operator introduced by Al-
Oboudi 30" = Sj [2], and the generalized Al-Shagsi and Darus derivative operator """ = D}'5 [4]. Now,

Let us remlnd the well known Carlson-Shaffer operator L(a, ¢) [5] associated with the mcomplete beta function
¢(a, c; z), defined as follows:

L(z,c) = A= A L(a,0)f (2) = ¢(a,c; 2)  f(2)(z € U),

where p(a,c;z) =z + Yo 2((2" Lzk,
k

It is easily seen that H0'1 f(@) = ug'f(2) = g ng(Z) f(2) and Mal YW (@) = ug f(2) = g Azf(Z)
zf'(z) and also ujy 10f(z) Hoo "M f(2) = ,ug/llof(z) where a = 1,2,3,,

To prove our results, we need the following equality:

A+ f (@) = 2 (157, @) +n (157 f(D), (z € V). (13)
where n,m € Ny ={0,1,2,...},1, = 4; = 0. Next, we give another definition as follows:

Definition 2. Forn,m € No,4, = 4; > 0,and 0 < a < 1,we let R} () denote the class of functions f €

A which satisfy the condition Re (uﬁﬁzf(z)) >a,(zeU). (L4)
It is clear that the classes Rgfo(“) = R(4,, ) the class of function f € A satisfying

Re(L,zf™(2) + f'(z) > a, (z € U).studied by Ponnusamy [13] and many others.
In the present paper, we shall use the method of differential subordination to derive certain properties of the
generalization derivative operatoruf{'l’fj12 f(2). Note that, differential subordination has been studied by various

authors, and here we follow similar work done by Oros [9] and Oros and Oros [11].

2. MAIN RESULTS
In proving our main results, we need the following Lemmas.

Lemma 1. ([6], p. 71]). Let h be analytic, univalent, convex in U, with h(0) = @,y # 0and Rey = 0.If p €
Hian) and p() + L2 < h(2), (z € V), p(2) < 4(2) < h(2), (z € U), where q(z) = L [ h(o)ew)ar,

nzn
(z € U). The function g is convex and is the best (a,n) — dominant.

Lemma 2 ([7]). Let g be a convex function in U and let h(z) = g(z) + nazg'(z), where « > 0 and n is a
positive integer. if p(z) = g(0) + pz" + ppy1z™tt + -+, (z € U), is holomorphic in U andp(z) +
azp'(z) < h(z),(z € U),then p(z) < g(2).

Lemma 3 ([8]). Let f € A,Re [1 + Z]’:éz))] > —%,then 2/z [ f(t)dt,(z € U and z # 0), belongs to the
convex functions. Now we begin with the first result as the following.
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Theorem 1. Let h(z) = M ,(z€U),be convex inU, withh(0) =1land 0 < a < 1.Ifn,m € Ny, 4, >

A1 = 0, and the differential sub ordination.

(13" (@) < k), @ e V), 2.1)
(/.tﬁisz(z)) <q(@)=2a-1+ 2n + I)Z(:Jr: @o ) where o is given by
a(x) = g (2.2)

The function g is convex and is the best dominant.
Proof. By differentiating (1.3) , with respect to z, we obtain

!
T ) F @) +Z(u§f’ﬁ f(Z)”)
(@) = i (12,1) = (23)

Using (2.3) in (2.1), differential subordination (2.1) becomes

) (W3, £ @) +2(13 T, £ @)
(1+n)

< h(z) = M (2.4)

_ nm " o (A+A (k-1 Le(nk)agzk
p(@) = (K, @) = [z 4 Eife, PR 08

=1+ pz+p,z%+,..,(p € H[1,1],z € U). (2.5)

Using (2.5) in (2.4),the differential sub-ordination becomes:

p(z) + Zi—(j) < h(z) = %:DZ By using Lemma 1, we have
z[1+ Qa— 1t
_(+ 1) [ t"dt m+D [ |— 77— ]t”dt
p(z) <q(2) = gn+1 - gn+1
(n + 1) VA n+1

[0(n)+(2a—1)f 1+t

2m+ 1)1 —a)a(n)

Zn+1

=Qa-1)+ where o is given by (2.2),so we get

(/,L/11 Azf(z)) <q@2)=QRa-1)+ W the functions q is convex and is the best dominant. The

proof is complete.

Theorem 2.Ifn,m €Ny, =1 =0and 0 < a < 1,then we have Rf+/11m(a) c Rn+1m(6) where § =
QRa—-1D)+2n+1)(A — a)o(n).And o is given by (2.2).

Proof. Let f € R"Hm(a) then from (1.4)we have Re (/,t"+1mf(z)) > a, (z € U). which equivalent is to

(,uj{:izm f (z)) < h(z) = @ using Theorem 1, we have
(,u,l'l,/lzf(z)) <q2)=2a—-1+ W since q is convex and q(U)isSymmetric with respect to the
real axis, we deduceRe (y""" f(z)) "<Req(1) = §=6(a, ) =2a—1+2(n+ 1A — a)o(n).

For which we deduce R"+1 m(a) c R (6). This completes the proof of the Theorem 2.

Theorem 3. Let q beaconvex function in U,with q(0) = 1 and let h(z) = q(z) + 1,2q'(2),(z €
U) (2.6) then (,u"“mf(z)) < h(z), (z € U) then (13 f(2)) < q(z).and this result is sharp.
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Proof. Let p(z) = (u;l‘l’ﬁzf(z)) using (2.3),dif ferential sub — ordination

(2.6)becomes p(z) + % < h(z) = q(2) + 4,2zq'(2),(z € U). Hence (uj{ﬁzf(z)) <q(2),
(z € U) And the result is sharp. This completes the proof of the theorem.We give a simple
application for

Theorem 3.
Examplel. Forn=1,m =0,1, =21, =2 0,q(2) = E ,f € Aand z € U and applying Theorem 3, we have

1+z [1+z] 1+2/112 72

h(z) = — ~+ Mz After that we find

(#/11 Azf(Z) z+ Z 1C_I(_1/1f();kz (#;11 1,f(z ))

akZ , ! .. ;
=1+ Z i =@ (9,1./)) And similarly we shall find
N c(2,k)a,z* C k(k + 1)a,z"
(Wi f@) =2+ Z NS APV CETNCEE) R

%] From Theorem 3 we

(1%, f@) =1+ 55, 509 1) (92, f(@) * 11+ 35,

2(1+14 (k—1))
(k+1)zk-1 142A,2—-22

deduce f'(2) * (3, 2,f (2)) * [1+ Eiiep 20— < Z222E implies

F@ * (05,0,f@) < 1oz € V).

Theorem 4. Let q be a convex function in U,with q(0) = 1 and let h(z) = q(z) + zq'(2),
(zeU).If nmeNyA, 21, =0,f € Aand satisfies the dif ferential sub — ordination

' i, @
(ugﬂzf(z)) < h(z),% < q(2),(z € U).And the result is sharp.
o (1+A1(k-1)""1c(nk)
nm f() ZH+3 g gz
Proof. Letp(z) = 222"~ (lez(k n)” (2.11)

=1+pzt +pz%+ - (p € H[1,1],
(z € U). Differentiating ,With respect to z, we obtain

(1 £@) = p(@) +2p' (), (z € U). Using (2.12),

differential sub-ordination (2.10), becomes p(z) + zp'(z) < h(2) = q(z) + zq'(2) ,using Lemma 2, we
deduce

#;'ﬂz f(@
zZ

p(z) < q(2),(z € U),amd using (2.11), we have < q(z),(z € U), This proves Theorem 4. We

give a simple application for Theorem 4.

Example2. Forn =1,m =0,4, = 1, =0, q(z) = iz f € Aand z € U and applying Theorem 4, we have

h(z) = (1 - z) (1- z)z'
- 1,0 _ o kagzk 0 o k
After that we find py 5 f(2) = z + X2, L) f(2) = @3 5,(2) * (z + 2=, kz").

And from example 1, we have (ui'lo_/lzf(z))' = f'(2) * ((2)911’,12 (z))’.

F@)*03, 2, @*(2+35L, kz¥) PR
z (1-z)

Implies
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Theorem 5. Let h(z) = M, (zeU.

1+z
Be convex in U, with h(0) =1and 0 < @ < 1.if n,m € Ny, 4, = 1; = 0, f € A and the differential

subordination

Wy, f(2) < h(2), (2.13)
T, (@ - . . . .
Then % <q(z)=2a—-1+ w The function g is convex and is the best dominant.
A, @
Proof. Let p(z) = %

A+ 4G —-1))™Tc(n k)

Z+ Y- T ayz
_ k=2 1+ A;(k - 1)) k ’ (2.14)

=1+pz+pz2+-(p € H[1,1],z € V).
Differentiating (2.14), with respect to z, we obtain

(n @) =p@ +2'(2), (z € V). (215)
Using (2.15), differential subordination (2.13), becomes

1+ Qa—1)z

, e ).
142z (z )

p(2) = zp'(2) < h(2) =

From Lemma 1, we deduce p(z) < q(z) = ifoz h(t)dt = ifoz (%ﬁ;m) dt

z zZ

1 1 t 2(1 - @)in(l + 2)
=—f—dt+(2a—1)f—dt=2a—1+ .
z|) 1+t 1+t z
0 0
. @ —
Using (2.14), we have % < q(z) = 2a — 1 4 22=n0+z

The proof is complete. From Theorem 5, we deduce the following corollary:

Wiy, f (@)
z

Corollary: if f € R3:"; (a) then Re( ) >2a—1+2(1—a)in2, (z€Ul).

Proof. Since f € R}‘ﬁz (), from Definition 2 Re (Mﬁl‘ﬁzf(z)) > q, (z € U), Which is equivalent to
(u;“l'_'jzf(z)) < h(2) = %:;DZ Using Theorem 5, we have
u:lmjl f@ 2(1—a)In(1+2) A . A . )
% <q(@2)=2a—-1+ ——,——— Since q Is convex and q(U) is symmetric with respect to the real
u;'ﬁzf(Z)
z

axis, we deduce Re( >Req(1) =2a—-1+2(1—-a)In2, (z € U).

Theorem 6. Let, h € H(U), with h(0) = 1, h'(0) # 0 which satisfy the inequality

re (1 zh"(2) 1 cU
e( +h,(z))>—5, (z € U).
if nnmeNy 1, >4, =0, f € Aand satisfies the differential subordination
(137 f(@) < h(2), (z € V). (2.16)
Then 22222 < 47y = [ h(eya.

Wrpa,f @
z

Proof. Let p(z) =

0 (A k-1)™"Lcmk) g
Z+lk=2 (i Geym  Ok?

V4

, (2.17)

=1+piz+p,z>+-,(p €H[L1],z € V).
Differentiating (2.17), with respect to z we have
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(1 f@) =p@) + 2/ (), (ze). (2.18)

Using (2.18), the differential subordination (2.16) becomes (z) = zp'(z) < h(z), (zel)
From Lemma 1, we deduce p(z) < q(z) = éfoz h(t)dt. With (2.17), we obtain

”—‘?‘;f @ - ) = ; f h(t)dt.

0
From Lemma 3, we have that the function q is convex, and from Lemma 1, q is the best dominant for
subordination (2.16). This completes the proof of Theorem 6.

3. CONCLUSION
We remark that several subclasses of analytic univalent functions can be derived using the operator u;“ﬁz and
studied their properties.
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