A Conceptual Framework in Developing a New Location Model
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Abstract. The original purpose of the location model is to deal with mixed variables discrimination for classification purposes. Due to the problem of empty cells, smoothed location model is introduced. However, the smoothed location model had smoothed all the cells either empty or not, where the smoothing process causing change to the original information of the non-empty cells. As it is well known that those original information is a valuable source and important in any study that should be maintained. To address the aforementioned issues, an amalgamation of maximum likelihood and smoothing estimations is introduced to construct a new location model. The amalgamation of both estimations is expected could handle all situations whether the cells are empty or not based on several settings of sample size and number of variables.
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1. Introduction

Classification is an important statistical tool that is used by researchers to analyse objects in different scientific fields. The applications of classification in real-life are like detecting the spam in a mailbox, determining whether a person eligible to apply for a loan or early screening of disease. Many different classification techniques are accessible currently. Examples of some traditional classification techniques are discriminant analysis, support vector machine, neural networks, location model and many more.

Among those classification techniques, location model was designed solely for mixed variables discrimination. Mixed variables are data consisting of a mixture of categorical and continuous variables. However, classical location model based on maximum likelihood estimation is biased and impossible to be executed when involving with some empty cells. The location model treated all the b categorical variables as the binary variables, represented as values of zero and one. The combination of binary variables gives rise to \( s=2^b \), where the number of cells \( s \) will increase exponentially when the number of binary variables increases. In this regard, high possibly for this model to create some cells with no object.

The consequence of the presence of some empty cells will restrict the use of maximum likelihood in the classical location model. Thus, smoothing technique to estimate parameters for location model is introduced. Yet, the smoothed location model has limited the number of binary variables that can be used and analysed. In the situation where there are few or many non-empty cells, smoothing technique could result in poor performance and more importantly impractical for future classification tasks.

Therefore, this research intends to come out with a new technique for estimating parameters and solving the aforementioned problems, i.e. when there are some empty and non-empty cells occur simultaneously in a model. The new technique will amalgamate the maximum likelihood for the non-empty cells and smoothing technique for the empty cells to estimate parameters. The new technique will then be used to form a new model known as flexible location model, which is expected being able to avoid bias and loss of original information in parameters estimation and model building. It is also expected that the newly derived parameters estimation techniques will be able to handle many binaries or small samples observed in the study.

2. Problem Statement

The location model is first introduced by Olkin, I. & Tate, R. F. (1961) for describing of mixed binary and continuous variables. Later, Chang, P. C. & Afifi, A. A. (1974) successfully applied the distribution in classification problems for a binary variable and a continuous variable for two-group problem. The model assumes the continuous variable has different normal distribution at each of the binary value of 0 and 1 with different population means, but equal variance of the continuous variable. Then, this model has been extended with more than two variables by Krzanowski, W. J. (1975) and followed by another generalization of mixtures of
categorical and continuous variables Krzanowski, W. J. (1980); (1982). In multivariate case, the binary vector is treated as nominal data from a contingency table with nominal states (termed as cells). They assumed that the continuous variables have a different multivariate normal distribution at each multinomial cell with different population mean vectors but equal covariance matrix for the two observed groups.

However, Moussa, M. A. (1980) have identified that location model based on maximum likelihood estimation (known as classical location model) is almost impossible to be constructed when there are cells without object. Therefore, Asparoukhov, O. & Krzanowski, W. J. (2000) has proposed a smoothing estimation techniques in the location model to solve parameters estimation crisis facing by empty cells (later the model was known as a smoothed location model). Smoothing estimation technique is able to estimate parameters even if there are any empty cells in the model. The smoothed location model has been proven and successful in solving problem arising from empty cells.

Basically, the smoothed location model has enhanced the performance of the classical location model, but its estimation still experiences biased and over-parameterized problems. The model even with the aids of either variable selection or variable extraction conducted by (Mahat, N. Iet, al., 2007; Masnan, M. J. et. at., 2012; Hamid, H. et. al., (2013); Hamid, H., 2014) as well as by Hamid, H., Aziz N. & Ng, P. A. H (2016) is still unable to operate well if facing with many empty cells. As mentioned earlier, although the smoothing technique manages to improve the performance of the classical model, the smoothing process will interject the non-empty cells, which in turn disturb the originality of the data sets. This implies that all the cells will be smoothed even if they are not empty. This will result in changing the original information of the non-empty cells and causing the loss of important information during the smoothing process, and more seriously the parameters obtained are biased.

Hence, to solve this issue, this study will amalgamate maximum likelihood and smoothing estimation techniques to estimate parameters in the location model. The amalgamation will create a new location model, which known as flexible location model, as it can adapt to both empty and non-empty cells simultaneously to keep important information and for better classification performance.

Essentially, this research is expected to improve and enhance the development of the location model in terms of its own theoretical and methodological aspects via a new parameter estimation technique to be derived. Specifically, in this research, we will further investigate the existing location model and improve the weaknesses that have been uncounted in Hamid, H., Aziz N. & Ng, P. A. H (2016) and in (Hamid, H. (2018a); Hamid, H. (2018b)). To the best of our knowledge, no studies have been conducted to tackle the issues of empty cells and non-empty cells in the location model simultaneously. To address this, the methodology of this research will therefore rely on the basis of amalgamation between multivariate maximum likelihood technique and smoothing technique to estimate the unknown parameters for developing a flexible location model towards the situation of cells either empty or not.

3. Literature Review

3.1 Location Model

Location model is one of the potential approaches for classification that is mainly designed for mixed variables discrimination. The location model is first introduced by Olkin, I. & Tate, R. F. (1961) to describe the distribution of mixed continuous and discrete variables. The discrete variables are treated as the values of 0 and 1.

In this paper, we consider the multivariate extensions, where the groups are consisting of objects with continuous and binary variables. Let \( \eta_1 \) and \( \eta_2 \) denoted as Group 1 and Group 2 for the dataset. The vector of \( b \) binary variables is presented as \( X^T = \{x_1, x_2, ..., x_b\} \) while the vector of \( y \) continuous variables is presented as \( Y^T = \{y_1, y_2, ..., y_c\} \). Hence, the vector of observed variables in both groups are presented as \( Z^T = (X^T, Y^T) \).

We assumed that the vector of continuous variables is multivariate normally distributed with mean \( \mu_{im} \) in cell \( m \) of \( \eta_i \) and has a common covariance matrix \( \Sigma \) across all cells and groups. \( p_{im} \) is denoted as the
probability of getting an object in cell \( m \) of \( \pi_i \) \((i = 1, 2)\) and the binary variables will form the multinomial cells with \( s = 2^b \). Thus, we have \( Y_{im} \sim N(\mu_{im}, \Sigma) \) for \( i = 1, 2 \) and \( m = 1, 2, \ldots, s \).

The allocation of the new object \( z^T = (x^T, y^T) \) will fall into \( \pi_i \) if
\[
(y - \frac{1}{2} (\mu_{im} - \mu_{2m})) \geq \log \left( \frac{p_{2m}}{p_{im}} \right) + \log(a) \quad (1)
\]
otherwise it is allocated to \( \pi_2 \) \[4\] \[15\]-\[16\]. The constant \( a \) is denoted as the cost of misclassificationand it is equivalent to zero if the misclassification costs and the prior probabilities for both populations are the same.

### 3.2. Smoothed Location Model

The classical location model based on maximum likelihood estimation is a natural choice for mixed data. However, when there are some empty cells, the maximum likelihood estimation is no longer suitable as the empty cells will produce bias parameters estimation and lead to untrustworthy classification model. Due to these problems, Mahat, N. I., et. al., (2007) had proposed the smoothing technique to estimate the unknown parameters.

The mean of the \( j \)th continuous variable \( y \) for cell \( m \) of class \( \pi_i \) is estimated using
\[
\hat{\mu}_{imj} = \left\{ \sum_{k=1}^{s} n_{ik} w_{ij}(m, k) \right\}^{-1} \sum_{k=1}^{m} \left\{ w_{ij}(m, k) \sum_{r=1}^{n_{ik}} y_{rim} \right\} \quad (2)
\]
under the conditions
\[
0 \leq w_{ij}(m, k) \leq 1 \text{ and } \left\{ \sum_{k=1}^{s} n_{ik} w_{ij}(m, k) \right\} > 0
\]
where \( n_{ik} \) is the number of objects falling in cell \( k \) of \( \pi_i \) and \( y_{rij} \) is the \( j \)th continuous variable of \( r \)th object that fall in cell \( k \) of \( \pi_i \). Meanwhile, \( w_{ij}(m, k) \) is the weight with respect to \( ij \)th continuous variable and cell \( m \) of all objects falling in cell \( k \).

The pooled covariance matrix \( \Sigma \) can be estimated by
\[
\hat{\Sigma} = \frac{1}{(n_i + n_i - g_j - g_j)} \sum_{i=1}^{n_i} \sum_{m=1}^{s} \left( v_{rim} - \hat{\mu}_{im} \right) \left( v_{rim} - \hat{\mu}_{im} \right)^T \quad (3)
\]
where \( n_{im} \) is the number of objects falling in cell \( m \) of \( \pi_i \); \( v_{rim} \) is the \( j \)th continuous variable of \( r \)th object in cell \( m \) of \( \pi_i \) and \( g_j \) is the number of non-empty cells of \( \pi_i \).

The cell probabilities can be estimated by using standardized exponential smoothing which has been introduced by \[8\] as
\[
\hat{p}_{im} = \hat{p}_{im} \prod_{m=1}^{i} \hat{p}_{im} \quad (4)
\]
where
\[
\hat{p}_{im} = \frac{\sum_{j=1}^{t} w_{imj} n_{im}}{\sum_{m=1}^{s} \sum_{k=1}^{n_{ik}} w_{imj} n_{im}}
\]

Asparoukhov, O. & Krazanowski, W. J. (2000) have implemented single smoothing parameter \( \lambda \) which contributes to minimize the error rate. They used smoothing weight \( w_{ij}(m, k) \) which is in the form of
\[ w_{ij}(m,k) = z^{d(m,k)} \]  

(5)

where the value of \( \lambda \) is between \( 0 < \lambda < 1 \).

The complexity of the smoothed location model is increased with the number of binary variables (Hamid, H. & Mahat, N. I. (2013); Hamid, H. (2014); Hamid, H., Aziz N. & Ngu, P. A. H (2016)). An increase in the number of binary variables will increase the number of empty cells, which can make the location model infeasible, as objects will tend to be classified into the wrong groups. This issue had attracted this research to further investigate the location model when facing both situations as when there are non-empty cells as well as when the constructed location model facing either some empty cells or many empty cells. Therefore, this research would like to combine the maximum likelihood estimation and the smoothing estimation techniques to solve the mentioned problems.

4. Methodology

Figure 1 displays the processes of constructing a new location model through amalgamation of maximum likelihood and smoothing estimation techniques. Firstly, a training dataset is generated and used to estimate the parameters for classical location model. The maximum likelihood is employed to estimate parameters for the non-empty cells, otherwise smoothing estimation technique will be used. Then, the estimated parameters will be used to construct a new location model for the purpose of classifying of new objects. Lastly, conducting an assessment on the performance of the newly constructed location model using the leave-one-out method measured through the misclassification rate of an object by \( \sum_{k=1}^{n} \text{error}_k / n \); where \( k \) is an object and \( n \) is the sample size.

![Figure 1. Framework for constructing a new location model based on amalgamation of maximum likelihood and smoothing estimation techniques](image)
5. Conclusion

We expect the new location model constructed based on the amalgamation of maximum likelihood and smoothing estimations will be able to handle all the issues such as when many variables are measured or small sample is observed in the study. Also, either the cells have objects or no object at all. We hope that the location model with this new parameter estimation concept will serve as a guideline for better and precise classification such as in making the right decision on a critical disease like cancer; which could overcome deficiencies, limitations and enhance the old models.
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