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Abstract: There is a very large number in the health sector and special methods are also used systematically. Data exchange is one of the most commonly used methods. Heart disease is one of the leading causes of death in the world. This system predicts the possibility of heart disease. The results of this system provide a 100% risk of heart disease. The data used are categorized according to medical criteria. The system evaluates these parameters using data extraction methods used in Python using two basic machine learning algorithms, the Solution Tree Algorithm, and the algorithm that demonstrates the best accuracy in heart disease.
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1. INTRODUCTION

Data entry is access to information and knowledge of big data. Activity data is the latest step in reporting from a database. There are many databases, depots, and depots around the world. Databases are primarily used to access confidential information from large databases. The database is also called Knowledge Acquisition Database (KDD). Data entry includes four main methods, namely division, inclusion, retrieval, and corporate rules. Communication techniques allow you to quickly search for big data.

In many areas, special data analysis is needed to extract important data from too much data. Areas such as medicine, business, and education have a lot of information, so this source of information can be used to find the most important information and methods. Communication techniques can be implemented by machine learning algorithms. Each technology can be expanded with a special machine learning model. This system uses a database for heart disease. The main purpose of this system is to predict the patient's heart rate. This is done using the classification data extraction method.

The partition method is used to divide all the data into two groups: yes and no. The partition method is applied to a set of data using a machine partition algorithm, namely, part of the decision tree and model dividing Naive Bayes. This model is used to improve the accuracy of classification techniques. This model also includes classification and prediction methods. This example is implemented in the Python programming language.

SCOPE

The purpose of this project is to prevent heart disease. In this project, we use different machine learning algorithms and build through food and marine programs. Computer graphics are not a box.

PURPOSE OF PROJECT

The main idea of this article is to predict heart disease using data entry techniques. The main methods used in the forecast are KNN, CART, C4.5, CHAID, J48, ID3 algorithms, and Bayesi techniques. The system takes 13 medical properties as information and plants and demonstrates a more accurate way to extract data from this information.

2. LITERATURE SURVEY

Heart disease prediction using data mining techniques

Many factors affect the human heart in everyday life. Many problems arise quickly and new heart disease is diagnosed quickly. In today's stressful world, the heart, which is the main organ in the human body circulating in the blood, is vital to life. The health of the human heart depends on the experience of human life and it all depends on human behavior and professionalism. There may also be some genetic factors that drive a form of heart disease from one generation to the next. According to the World Health Organization, every year more than 12 million people die each year from heart disease, also known as heart disease. The term "heart disease" includes many different diseases that have a specific effect on the heart and blood vessels. Twenty-three years old is still suffering from heart disease. Many factors, such as poor eating habits, insomnia, anxiety, depression and obesity, poor nutrition, family history, high blood pressure, high cholesterol, inactivity, and medical conditions, can increase the risk of heart disease. for young people. family history, smoking, and high blood pressure.
Using Data Mining Techniques to Predict Diabetes and Heart Diseases

Data communication is a new field of study, whose main task is to enable the science of several data. It is a process of selecting, retrieving, and modeling large amounts of data to allow anonymous sampling. Modern life and business lead to poor health and improvement as a result of the rise of non-communicable diseases such as heart disease and diabetes. Non-communicable diseases are a direct result of inactivity, inactivity, and inactivity of humans. Heart disease and diabetes are some of the most dangerous killers in society. The purpose of this study is to create a program that can be used by physicians and other physicians to predict or repeat non-communicable diseases. Because most patient data is not used for that purpose, it is important to use this data. Data collection and analysis is done in two stages: the first is data collection and the second is a literature review. Second, important data are collected to help physicians understand the importance of resources in predicting SPS. Sophisticated programs should contain appropriate secondary information so that doctors can use programs that completely repeat or repeat the presence of non-communicable diseases. "The purpose of the research is to develop programs that doctors can trust to prevent non-communicable diseases. Researchers have developed new programs that can be used to collect data about patients and provide predictable data.

3. OVERVIEW OF THE SYSTEM

A. Existing System:
The figures are subject to difficulty, data loss, and incompatibility. Therefore, it is very important to process the data first. We put filters on the data and remove it from the dirty and aggressive data contained in the data. Filtering of controlled and idle assets (working assets) and samples (sample manipulation) were all used in WEKA 2016 (version 3.9.0). In this study, a multi-layer filtering process is applied to the data that balances the unbalanced data.

Disadvantages:
1. WEKA solutions for learning toy machines and upgrading. This is a package that cannot take full advantage of the WEKA machine learning project
2. It only supports small data.
3. Insufficient memory error when large data is available.
B. Proposed System:
This system uses a database for heart disease. The main purpose of this system is to predict the patient's heart rate. This is done using the classification data extraction method. The partition method is used to divide all the data into two groups: yes and no. The partition method is applied to a set of data using a machine partition algorithm, namely, part of the decision tree and model dividing Naive Bayes. This model is used to improve the accuracy of classification techniques. This model also includes classification and prediction methods. Python programming language is used for this model.

Advantages:
- The main idea of this article is to predict heart disease using data entry techniques. The most important methods used in forecasting are decision trees such as KNN, CART, C4.5, CHAID, J48, ID3Algorithm, and Naive Bayes algorithms.
- This system takes 13 medical properties as information and plant and shows the most accurate method for data extraction with this data entry.

C. Modules Description

Supervised Classification (Training Dataset)
Tasks are divided into two parts, namely training and test data at 70:30. Learning algorithms are based on training data and a set of experimental data is calculated based on training.

Supervised Classification (Test Dataset)
The experimental group contains 30% of all data. Guided learning methods are used for experimental data and the results compared to the actual results.

4. OUTPUT SCREEN SHOTS

Dataset Size

```
(303, 14)
```

Dataset Head
```
Out[5]:

+---+---+---+---+---+---+---+---+---+---+---+---+
| age| sex| cp| trestbps| chol| fbs| restecg| thalach| exang| oldpeak| slope| ca |thal| target |
+---+---+---+---+---+---+---+---+---+---+---+---+-----+-----+
| 0  | 63| 1 | 135 | 233 | 0  | 159 | 0  | 2.3 | 0  | 0  | 1   | 1   |
| 1  | 37| 1 | 120 | 250 | 0  | 167 | 0  | 3.5 | 0  | 0  | 2   | 1   |
| 2  | 41| 0 | 1   | 130 | 204 | 0  | 172 | 0  | 1.4 | 2  | 0  | 2   | 1   |
| 3  | 56| 1 | 1   | 120 | 238 | 0  | 178 | 0  | 0.8 | 2  | 0  | 2   | 1   |
| 4  | 57| 0 | 120 | 354 | 0  | 163 | 1  | 0.6 | 2  | 0  | 2   | 1   |
```

Description
```
Out[6]:

+---+---+---+---+---+---+---+---+---+---+---+---+-----+-----+
| mean  | 54.988537  | 0.638168   | 0.989067   | 131.623782 | 248.284026 | 0.148516   | 0.528085 | 109.54385  | 0.528085  | 109.54385  | 0.528085 | 109.54385  |
| std   | 9.021016   | 0.608111   | 1.032062   | 61.538143  | 51.026751  | 0.356186   | 0.525660 | 22.905181  | 0.460794  | 1.159175   | 0.616626 | 1.822606   |
| min   | 29.000000  | 0.000000   | 0.000000   | 120.000000 | 220.000000 | 0.000000   | 0.000000 | 0.000000   | 0.000000  | 0.000000   | 0.000000 | 0.000000   |
| 25%   | 47.500000  | 0.000000   | 0.000000   | 120.000000 | 220.000000 | 0.000000   | 0.000000 | 0.000000   | 0.000000  | 0.000000   | 0.000000 | 0.000000   |
| 50%   | 55.000000  | 0.000000   | 0.000000   | 120.000000 | 220.000000 | 0.000000   | 0.000000 | 0.000000   | 0.000000  | 0.000000   | 0.000000 | 0.000000   |
| 75%   | 61.000000  | 0.000000   | 0.000000   | 120.000000 | 220.000000 | 0.000000   | 0.000000 | 0.000000   | 0.000000  | 0.000000   | 0.000000 | 0.000000   |
| max   | 81.000000  | 0.000000   | 0.000000   | 150.000000 | 290.000000 | 0.000000   | 0.000000 | 0.000000   | 0.000000  | 0.000000   | 0.000000 | 0.000000   |
```

Dataset Tail
```
Out[7]:

+---+---+---+---+---+---+---+---+---+---+---+---+-----+-----+
| 100| 44 | 0  | 112 | 290 | 0  | 0   | 150 | 0  | 0.9 | 2   | 1   | 2   |
| 94 | 45 | 0  | 112 | 160 | 0  | 1   | 130 | 0  | 0.0 | 0   | 1   | 2   |
| 124| 39 | 0  | 94  | 199 | 0  | 1   | 178 | 0  | 0.0 | 2   | 0   | 2   |
| 93 | 54 | 0  | 132 | 282 | 1  | 0   | 159 | 1  | 0.0 | 2   | 1   | 2   |
| 206| 59 | 1  | 110 | 239 | 0  | 0   | 142 | 1  | 1.2 | 1   | 1   | 3   |
```
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```
Out[8]:
{'age': 0, 'sex': 0, 'cp': 0, 'trestbps': 0, 'chol': 0, 'fbs': 0, 'restecg': 0, 'thalach': 0, 'exang': 0, 'oldpeak': 0, 'slope': 0, 'ca': 0, 'thal': 0, 'target': 0}
dtype: int64

In [9]:
```
```
Out[9]:
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5. CONCLUSION AND FUTURE SCOPE

CONCLUSION

In this paper, two data extraction algorithms are used in the data to diagnose patient heart disease and analyzed using a distribution model, namely Naïve Bayes distribution and tree distribution solutions. All of these algorithms are applied to the same data level as analyzing the accuracy of the algorithm. The model tree of the solution predicts 91% accuracy for people with heart disease, while its classification Bayve Bayes predicts heart disease with 87% accuracy. Let me finish

Part of the decision tree

Bayesian real money ID 91% 87% 85% 86% 87% 88% 89% 90% 91% 92% PERCENT

Accuracy of classification methods

The best and best of these projects he said is the recognition of medical data algorithms to complete its process.
FUTURE ENHANCEMENTS
Systems developed by machine learning algorithms can be used to predict or detect other diseases. His work can be extended or enhanced to automatically diagnose heart disease, as well as other machine learning algorithms.
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