# A new metaheuristic inspired by gravity waves (MIGW) for finding the shortest path in an urban road network. 

Dr. Cheikh MOUILAH ${ }^{\text {a* }}$, Dr. Mahmoud FAHSI $^{\text {b }}$<br>${ }^{\text {a }}$ Biomathematics Laboratory, Univ. Sidi Bel-Abbes, P.B. 89, 22000, Algeria<br>${ }^{\mathrm{b}}$ Evolutionary Engeneering \& Distributed Information Systems Laboratory, Univ. Sidi Bel-Abbes, P.B. 89, 22000, Algeria


#### Abstract

The shortest path problem in a graph is a concern of a lot of research since the fifties of the last century, in this paper we try to solve this problem with a new metaheuristic inspired by the confrontations of two gravity waves on a liquid surface. The starting point (source) is the center of the first wave, while the destination point (destination) is the center of the second wave. To find the shortest path, this metaheuristic uses four populations which progress in parallel on the urban network, the meetings between its individuals give several optimal routes in both directions (source-destination and destination-source). The parallelism of the progression of these populations and the mutual competition of threads on common resources are the subject of this paper.
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## 1. Introduction

For route calculation in the road network, the literature search shows that there are many shortest path calculation algorithms, and several classifications of these algorithms are proposed, which vary depending on the type of graph used (static or dynamic) or the type of its weighting (deterministic or stochastic).

The first algorithm that finds a minimum spanning tree [1] is published by Prim in 1957, two years later, the "Bellman-Ford-Moore" shortest path algorithm appeared, it is based on Ford's centralized solution [2] and Bellman's system of equations [3]. And in the same year, the first Dijkstra algorithm was published to solve the shortest path problem with positive weighting [4]. The A* Algorithm [5] is another deterministic and fast algorithm (if a good heuristic function is available) used to find the shortest path in a graph. The $\mathrm{A}^{*}$ algorithm is a good compromise between computational cost and optimality of the solution. Hub Labeling-is considered in several research - is the fastest algorithm in this domain [6].

The use of these exact algorithms is limited to problems of small sizes, but in gigantic graphs these algorithms lose their efficiency and their speed. The metaheuristics are in particular the evolutionary algorithms (genetic algorithms [GA] [7] [8] [9] [10] [11] [12], Ant Colony Optimization with its variants [ACO] [13] [14] [15] [16] [17], the optimization by particle swarms [OSP] [18] [19] [20] [21], the hybrid algorithms [22] [23] [24] [25] and the algorithm inspired by the behaviors of living animals [26]), working on populations of solutions, are well adapted to the optimization in this type of graph.

The objective of this research is to develop a decision support system for the choice of the shortest path in an urban transport system. To do so, we will implement a new optimization metaheuristic inspired by a natural behavior observed on liquid surfaces. The simultaneous fall of two solid masses on these surfaces causes opposite waves called "gravity waves". These waves progress and grow until they collide. The exploitation of this phenomenon to find the optimal routes in urban transport network, appeared an interesting solution and it constitutes the center of interest of this paper. This solution will be known in this paper as: Metaheuristics Inspired by Gravity Waves (MIGW).

## 2. Metaheuristics inspired by gravity waves (MIGW):

The principle of this metaheuristic is to launch two waves simultaneously in an urban road graph as on a surface of a liquid, the confrontation of these waves gives routes between the center of the first wave (source) and the second wave (destination). To do this, we need four different populations (P1, P2, P3 and P 4 ). The first two populations P 1 and P 2 search for the route from the source to the destination, while P3 and P4 find the opposite route (from the destination to the source).
Each population is composed of a set of individuals who reproduce, die and inherit their experiences (their routes) to their descendents.

The principle of this metaheuristic is to place an individual (the root) of each population in the appropriate node (the start node or the destination node), then these individuals, by exploring the graph, develop by building their populations. The meeting between the individuals of these different populations causes three possible events, which can be summarized in this mathematical model (Eq: 1):
Let :
$x$ and $y$ : are two individuals that belong to two different populations.
$R$ : The function of the meeting between two populations constituting the same route.

```
\(\forall x \in\{P 1\}\) and \(\forall y \in\{P 2\} ; R(x, y)=\) the route between \(x, y\) is found
    or
```

$\forall x \in\{\mathrm{P} 3\}$ and $\forall y \in\{\mathrm{P} 4\} ; R(x, y)=$ the route between $y, x$ is found
On the other hand, the meeting between two individuals of the same population $P 1, P 2$ causes a circuit, then the individual causing this situation must be eliminated (Eq: 2).

$$
\begin{equation*}
\forall E \in\{P 1, P 2, P 3, P 4\} ; \forall P_{1}, P_{2} \in E ; R\left(P_{1}, P_{2}\right)=\text { circuit found } \tag{2}
\end{equation*}
$$

A population is created by a single individual placed in a node (source or destination). The individual reproduces in each intersection of the streets, the number of reproduced children depends on the number of adjacent roads of the current street of the father.

Let, $P$ is an individual of any population, the reproduction of $P$ on the street $i, j$ and during the iteration t is modeled as follows (Eq: 3):

$$
P_{i j}(t)= \begin{cases}\text { Kill this person } & \text { if } n=0  \tag{3}\\ \text { Create ( } n \text { Person child) and } \operatorname{Update}(T) & \text { if } n>0\end{cases}
$$

Hence :
$P$ : An Individual from a Population;
$n$ : The number of adjacent streets of the street $i, j$;

## $T$ : The genealogical table.

The algorithm uses two memories during the reproduction of the individuals and the search for the solutions and which are:

- The genealogical table: As its name indicates, it keeps the ascending or descending genealogy of an individual;
- The local table: each individual has his own memory which keeps the paths of his ancestors and his route. This table will be inherited by his sons in his reproductions.

The development of the solutions is based on the traceability of the routes of the individuals in the road network, the algorithm so uses the genealogical table to know the roots of the individuals who found the solution, and the marking of the streets to know their itineraries.
Inspired by the marking behavior of living animals, each individual marks the streets he has traveled and save his footprint (identifiers) in a specific rubric called the marking rubric. The latter is reserved for a unique population. So, each street of the network has four marking rubrics which will be used as a means of communication between individuals and as a method for developing solutions.
Once the street $i, j$ is walked by the individual $P$, he stores his identifier in the marking field of this street $M_{\mathrm{ij}}$, following the mathematical model (Eq: 4):

$$
P_{i j}(t)=\left\{\begin{array}{lr}
\text { circuit found } ; & \text { if } M_{i j} \neq 0 \text { and } M_{i j}=\mathrm{P}_{\mathrm{sp}}  \tag{4}\\
\text { solution found } ; & \text { if } M_{i j} \neq 0 \text { and } M_{i j}=\mathrm{P}_{\mathrm{ap}} \\
M_{i j}=\text { Person } ; & \text { if } M_{i j}=0
\end{array}\right.
$$

Hence:
$P_{i j}(t)$ : Individual P in street i j , during iteration t ;
$P_{s p}$ : Person from the same population;
$P_{a p}:$ Person from another population;
$M_{i j}$ : The marking rubric of the current street $i, j$.
The method of progression of these four populations is a decisive factor in the quality of the solution found or in the time needed to find it. The MIGW algorithm uses the parallel evolution of populations; this technique perfectly exploits the physical and software resources available to have a correct, optimal and very fast solution. Its principle is to launch all the populations to progress simultaneously, each thread takes care of a population, the communication between these threads is ensured by the shared variables.

As soon as two individuals belonging to two competing populations meet, a solution is obtained and the path between the source and the population is composed of the routes of these two individuals. We can also exploit the paths of the latter to develop other solutions in order to choose the optimum between them. The principle of this research is based on the genealogical table and the marking of the streets, the adequate mathematical model of this situation is as follows:

Let, $R$ is the route between the source and destination, the composition of this route $R$ during the iteration $t$ is modeled as follows (Eq: 5):

$$
R_{i j}(t)=\left\{\begin{array}{lr}
\text { End } & i=\text { source or } j=\text { Destination }  \tag{5}\\
\text { SelectedWay }=\text { way }(j, k) & M_{i j}=P \text { and } M_{j k}=T(P)
\end{array}\right.
$$

Hence:
$P$ : An individual from a population;
$T$ : The genealogical table and $T(P)$ is the father individual of $P$;
$M_{i j}$ : The marking rubric of the current street $i, j$;
$M_{j k}$ : The marking rubric of the street $j, k$ adjacent to the street $i, j$;
Once the vertex of the current street end equals the source or destination node then the search for this route is complete and the route is composed.

## 3. Metaheuristics inspired by gravity waves (MIGW) :

Parallel programming is very requested in the domain of optimization especially to speed up the execution time of algorithms of optimization problems. Several programming languages offer tools for powerful parallelism to exploit this technique.
Multithreading is a technique often used to exploit parallelism by using all the cores of a processor.
Each population of our algorithm uses a thread to discover the road network, which is common (shared) between all populations. Each thread calls its own function to progress its population independently of the other competing threads (Fig: 1).


Figure 1: Parallel search in an urban road network.

The idea of having the road network shared between several threads. This automatically causes mutual concurrency between the threads, either in reading the streets, or in marking them. The "mutex. h" library of Microsoft Visual Studio c++ is a good tool to solve the conflicts caused by this competition of threads. This library lists all the access requests to the shared variables in The waiting line to allow only one access at a time during any reading or writing (fig: 2).


Figure 2: Mutual competition and the Mutex.
Shared variables: two common variables are used in the algorithm by all threads:
The urban road network graph is considered as a search and marking area for all competing populations.
The table of solutions: This table stores the solutions found by the individuals of each population. It will then be used to find the optimal route among all the existing solutions.
The stop variables: is a communication variable, it is used between two threads of the same route. If a thread discovers that its population is empty or is no longer progressing, this thread informs its concurrent that it must abandon the search since it is useless.

## 4. Pseudo code of the proposed algorithm (MIGW):

\#Include « mutex.h»;
void Evolution(G \&graph, int source, int target)
\{
/************************* création du thread $* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * / ~$
thread *threads[THREAD_COUNT];
std::vector<Solutions> Solutions;
bool AbordAdvance $=$ false, AbordBack $=$ false;
$/ * * * * * * * * * * * * * * * * *$ creation of threads $* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * / ~ / ~$
threads $[0]=$ new boost::thread(Discover<graph_t>, \&graph, 0, source, target, \&Solutions, \&AbordAdvance, \&AbordBack);
threads[1] = new boost::thread(Discover<graph_t>, \&graph, 1, target, source, \&Solutions, \&AbordAdvance, \&AbordBack);
threads[2] = new boost::thread(Discover<graph_t>, \&graph, 2, source, target, \&Solutions, \&AbordAdvance, \&AbordBack);
threads[3] = new boost::thread(Discover<graph_t>, \&graph, 3, target, source, \&Solutions, \&AbordAdvance, \&AbordBack);

for(int $\mathrm{i}=0 ; \mathrm{i}<$ THREAD_COUNT; $\mathrm{i}++$ )
\{ threads[i]->join();
delete threads[i]; \}
\}\}
void Discover(G *graph, int Thread, int source, int Target, std::vector<Solutions> *Solutions, bool *AbordAdvance, bool *AbordBack)
\{
for (int i=0 ; i < (int) thisGeneration.size(); i++)
\{ / $* * * * * * * * * * * * * * * * * * *$ Get adjacent streets to source ********************/
thisPerson $=$ thisGeneration[j];
adjacent_Edges = Get_adjacent_Edges(Thread,source);
for (int $\mathrm{j}=0$; j < (int) adjacent_Edges.size(); $\mathrm{j}++$ )
\{ edge_descriptor thisRoad = adjacent_Edges[j];
if ((boost::target(thisRoad, $(*$ graph $))==$ Target $\& \&($ Thread $==0| |$ Thread $==2))|\mid$
(boost::source(thisRoad,(*graph))==Target \&\& (Thread==1||Thread==3)))
/// a person arrives at the destination, creating a new solution

CreateNewSolution(Solutions, Thread, thisRoad); break;
else \{
a.lock();
int MaketThisRoad = LoadMaketThisRoad<graph_t>(graph, thisRoad, Thread);
a.unlock();
if (MaketThisRoad $==$ CircuitExist)
/// a circuit is found, killing this person thisPerson->Kill = true;
else if (MaketThisRoad $==$ SolutionExist) $\{$
/// a solution is found, creating a new solution
CreateNewSolution(Solutions, Thread, thisRoad);
thisPerson->Kill = true; break; \}
Else if (MaketThisRoad == EmptyExist) \{
/// this road is not marked, creating a new individual
Persons* Child $=$ CreateNewPerson(thisGeneration, thisRoad);
SetMaketThisRoad<graph_t>(graph, thisRoad, Child->id, Thread);
Update_genealogical_table(genealogy_table, thisPerson->id, Child->id);
\}
\}\}\}\}

## 5. Results:

Inspired by the work of PgRouting, the algorithm's MIGW is programed in Microsoft Visual Studio $2010 \mathrm{C}++$, then it is converted into a dynamic library (DLL) and added to the Postgresql extension. The experiments are applied on real data of three large Algeria Cities (Algiers, Oran, Sidi Bel Abbes). These data are extracted from the project www.openstreetmap.com and then inserted in the geographic database Postgresq1/PostGis.

The evaluation of this proposed solution (MIGW) depends on several important factors that can be summarized as the following questions

- Is the algorithm sensitive to the size of the urban road network graph?
- Are they obtained solutions correct and optimal?
- Does the algorithm require enough time to obtain solutions?

The algorithm is applied on three urban road graphs of three Algerian cities [Algiers, Oran, Sidi Bel Abbes]. Each graph of these cities is composed of edges (the streets of the city) and vertices (the intersections of these streets) (Tab: 1):

| Cities | Number of edges | Number of vertices |
| :--- | :---: | :---: |
| Algiers | 38715 | 29921 |
| Oran | 20442 | 13577 |
| Sidi bel abbes | 7581 | 5113 |

Table 1: The creation of the topology of the three experimental cities.
To evaluate this algorithm, we created three sets of 1000 randomly selected routes [the rand function of c++ is used]. Each set is reserved for a single city.

The results obtained prove that the MIGW's algorithm is not sensitive to the size of the graph, nevertheless, its execution time depends directly on the length of the route found. In effect, this dependence is completely justifiable, since "the longer the route the bigger the search area". The time required to have a route of 143 segments, the MIGW algorithm takes fewer than 40 milliseconds (Fig:3):


Figure 3: The influence of the route length on the execution time of the algorithm.
The experiments in the figure below (Fig: 4): confirmed the idea that Dijkstra's algorithm is sensitive to the size of the road network. To find the same length of a route in different cities, the algorithm takes three different times (Fig: 4):


Figure 4: The influence of the route length on the execution time of the algorithm.
In the (Fig: 5) we tested the speed of the two algorithms [MIGW and disjkstra], the results obtained are as follows:

- The MIGW algorithm was ahead of the Diskstra algorithm in the three different cities [Sidi Bel Abbes, the MIGW algorithm is faster 398 times, Oran: 677 times and Algiers: 1003 times].
- The two algorithms made the same search time [Sidi Bel Abbes, both algorithms are equal: 1272 times, Oran 1043 and Algiers: 738 times].
- On the contrary, the Dijkstra algorithm is faster than the MIGW algorithm in the three cities [Sidi Bel Abbes, Dijkstra is faster 330 times, Oran: 280 times and Algiers: 259 times].

Finally, we can conclude that in the criterion of speed the MIGW algorithm is advantaged compared to its competitor.


Figure 5: Comparative study between the speed of the Dijkstra algorithm and the MIGW algorithm.
The tests of optimality between the two algorithms, the results confirmed that the two competitors are optimal.

In the three cities of experimentation, the two algorithms succeeded in finding the shortest paths of the requested vertices (Sidi Bel Abbes, success rate $=100.00 \%$, Oran $=100 \%$ and Algiers $=100 \%$ ) (Fig: 6).


Figure 6: The success rate of the two algorithms (Dijkstra and MIGW) in shortest path search.
The MIGW algorithm has proven from the previous experiments that it is a good competitor to the shortest path search algorithms, because it guarantees optimality and speed.

## 6. Conclusion:

Path optimization is based on the pattern of the urban road network, planning the best process of routes. This is the heart of the shortest path search. In order to validate the theoretical model of the MIGW algorithm and to propose a decision support system, we built a database of an urban road network of three different Algerian cities [Algiers, Oran, Sidi Bel Abbes]. Experiments have shown that the speed of the MIGW algorithm is influenced only by the size of the solution. Nevertheless, the size of the graph is an important factor in the complexity of shortest path algorithms [e.g. Dijkstra].

Taking advantage of the "multithreading" technique, the MIGW algorithm has given not only optimal results, but very fast results that make it a good competitor to other shortest path algorithms.

MIGW offers us:

- Multiple routes in the same search between the source and destination and the opposite direction.
- The speed of this algorithm depends only on the length of the solution, regardless of the graph of the city.
- With the help of parallelism, the MIGW algorithm has become faster and can be used to solve other more complex problems.

Finally, the strong point of this method is that it offers us several routes in both directions in a short time possible; this variety of solutions is a good platform to solve other problems of optimization of the transport network.
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