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Abstract: In this present work, we propose a novel heterogeneous deep ensemble-based multi-feature learning 
environment for epilepsy classification. The proposed model is built to deal with the present prominent issues like 
data imbalance, low accuracy, and most importantly the need for a reliable classification model. To accomplish this, a 

multi-level enhancing technique is used to address the problem of class imbalance, which included data sampling with 
a 95% confidence interval. A variety of sample techniques are used, including random sampling, down - sampling, 
and the synthetic minority oversampling technique (SMOTE). We have used algorithms like significant predictor test 

(SPR), Cross-Correlation Analysis (CRA) and Principle Component Analysis (PCA) to select features after retrieving 
samples data. The main goal of using various feature selection methods was to keep the best features for high 
accuracy and minimal computation. Using Decision Tree (DT), Logistic Regression (LR), Artificial Neural Network 

(ANN) with Radial Basis Function (RBF) and Levenberg Marquardt (LM) learning methods and Probabilistic Neural 
Network (PNN) algorithms as the base classifier, we created a first-of-its-kind heterogeneous deep ensemble model. 
Maximum Voting Ensemble (MVE) and Best Trained Ensemble (BTE) were used as ensemble decisions for two-class 
classification, determining if each sample in the dataset is epileptic or not. The proposed system's superiority over 

main existing techniques was validated by simulation-based performance comparisons in terms of accuracy (93.88%), 
F-measure (0.91), and AUC (0.94). 
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1. Introduction  

Epilepsy is a common brain disorder in which the balance between cerebral excitability and 

inhibition is tipped toward uncontrolled excitability, resulting in repeated unprovoked seizures. 

This disease affects about 2% of the population, making it one of the most common severe 

neurological conditions. Epilepsy is one of the diseases that affects a large population of people in 

both the developed and developing worlds, according to the WHO. These seizures frequently 

result in a brief loss of consciousness, putting the person in a life-threatening situation and 

interfering with day-to-day activities. A seizure can occur at any age, regardless of gender, 

location, social status, race, or period. Epilepsy does not have a permanent prognosis; however, it 

is estimated that nearly 70% of people with epilepsy will live seizure-free life if correctly 

diagnosed and treated. In the treatment of epilepsy, EEG signals are used, these signals are too 

complex to deal with, the manual diagnosis of these complex signals is a time-consuming task that 

often necessitates the use of a specialist, and sometimes due to these complexities, decisions are 

made incorrectly. 

In the last few years many interesting work has been carried out to build highly accurate and 

efficient CAD solutions for epilepsy classification and diagnosis. Considering this as motivation, a 

novel and robust epilepsy classification model for early and optimal diagnosis decision is 

proposed. Techniques belonging to machine learning and deep learning are been used strenuously 

towards epilepsy classification, however, in case of developing a CAD solution, machine learning 

methods have been found to be more effective. Though major researchers have implemented and 

proposed machine-learning methods for treating epilepsy, they have failed to address key issues 

such as low accuracy, class imbalance, data limitations, and ultimately low reliability. As a result, 

major approaches for epilepsy classification and prediction for real-world applications are 

hampered. Recalling the fact that the majority of the researches have applied a benchmark dataset 

named Epileptic Seizure Recognition Dataset very commonly used for epileptic seizure detection 

or classification, the sample size of this dataset is 11,500 instances, due to such large volume of 

information there is high probability of data imbalance. Interestingly, this key problem was never 

addressed in existing researches. On the other hand, lower accuracy too put question on 
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acceptability of the at-hand or existing solutions towards real-world clinical decisions for epilepsy 

prediction or classification. Therefore, with this intention, a significant number of constructive 

investigations into Computer-Aided Diagnosis solutions (CAD) have been conducted in recent 

years, with various methods for health diagnosis and related decision-making systems. CAD 

systems are one of the most sought-after technologies that provide high precision analysis and 

decision-making capabilities, which can be developed with an optimistic software design 

paradigm. In keeping with such a positive design goal, the objective of this paper is to create a 

reliable epilepsy classification system by using state-of-the-art methods in seizure detection and 

treatment methods. Researchers hope to use these methods in conjunction with the advancement of 

artificial intelligence (AI) and machine learning (ML) technologies to improve medical practice in 

epilepsy diagnosis. 

In this paper a novel and robust heterogeneous ensemble learning assisted epileptic 

classification system is developed. Unlike classical machine learning methods, our proposed 

system incorporates a multi-phased optimization concept, where at first it addressed the data or 

class imbalance problem for this we applied different data sampling concepts, including random 

sampling, down sampling and SMOTE, which were primarily employed to alleviate class-

imbalance problem to ensure accurate prediction. However, sampling methods in conjunction with 

the original epileptic seizure recognition data set enabled significantly large data for training and 

consequential classification, to avoid unwanted computation; we extracted certain relevant 

features for epilepsy classification, which is explained in the following sections. Once retrieving 

the sample data, we performed feature selection using different algorithms like significant 

predictor test (SPR), Principle Component Analysis (PCA) and Cross-Correlation Analysis (CRA) 

to retain most suitable features to achieve high accuracy with low computation. Subsequently, 

once selecting the suitable set of features, we applied a novel heterogeneous ensemble-learning 

model for multi-class classification.  

Noticeably, in the proposed heterogeneous ensemble model, we applied base classifiers from 

the different categories including Probabilistic Neural Network (PNN), Logistic Regression (LR), 

and Decision Tree (DT), Artificial Neural Network (ANN) with Gradient Descent (GD), Radial 

Basis Function (RBF) and Levenberg Marquardt (LM) learning methods. Noticeably, 

hypothesizing that the inclusion of deep features can enable higher accuracy, we applied ANN-

RBF and ANN-LM with different number of hidden layers (here, 1, 2 and 3 hidden layers). Thus, 

our proposed heterogeneous ensemble model applied a total of 12 base classifiers, which 

performed epilepsy classification for each sample distinctly. Eventually, as ensemble decision, we 

applied two well-known techniques Maximum Voting Ensemble (MVE) and Best Trained 

Ensemble (BTE) to finally perform the multi-class epilepsy classification. The performance 

assessment in terms of accuracy, F-measure and area under curve (AUC) exhibits superior 

performance over other existing methods. The rest of the contents in this manuscript are divided as 

follows. Section II discusses the related work, followed by Section III that discusses the overall 

proposed system and its implementation, while the simulation results and allied inferences are 

given in Section IV. Overall research conclusion is given in Section V, and the references used in 

this research are presented at the last part of the manuscript. 

2. Related Work 

Κostas et.al. [1] in this paper, a Long Short-Term Memory (LSTM) network with deep 

learning was proposed for predicting epilepsy. After testing several modules to evaluate seizure 

prediction performance using various preictal window lengths, a two-layer LSTM network was 

chosen. When compared to other traditional machine learning techniques in the literature, the 

proposed work significantly improved seizure prediction performance. The study of Satapathy et 

al. [2] was based on a large EEG dataset that was used to test the two methods, SVM and Neural 

networks, for seizure detection using different kernel methods. The majority voting system was 

used to evaluate the performance of each classifier, and it was discovered that the SVM was more 

efficient than other neural networks. Bidirectional long short-term memory (BiLSTM) model 

integrated with attention was proposed as a novel deep learning-based approach. The proposed 
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model included the following components: an attention mechanism for capturing spatial features, a 

BiLSTM for extracting more temporal features from the input, a time-distributed fully-connected 

layer for extracting features from each time step, a pooling layer for extracting global features 

from each sample, and finally a fully connected layer for extracting further features to reduce the 

last dimension of input matrix into several classes [3]. The Softmax layer uses the fully connected 

layer's computed results to calculate probabilities that each sample belongs to a class. The model 

yielded good results, which are considered superior to many existing approaches. Lacunarity and 

Bayesian linear discriminant analysis (BLDA) were combined to create a seizure detection 

algorithm [4]. The wavelet coefficients at scales 3, 4, and 5 were chosen after wavelet 

decomposition on EEGs were performed. From the selected scales, features such as lacunarity and 

fluctuation index were extracted and fed into the BLDA for training and classification. The 

average accuracy obtained in this work was 96%.  

Ansari et al. [5] wanted to optimize feature selection for seizure detection automatically. 

For this, they used deep CNN to extract optimal features, which were then fed to a random forest 

for classification. Accuracy of 77% was reported. In this work, a multi-view deep learning model 

for capturing brain abnormalities associated with seizures using multi-channel scalp EEG signals 

was proposed [6]. An autoencoder-based model to learn inter and intra correlations of EEG 

channels was designed. These correlations were combined with features to detect seizures, which 

were extracted in supervised learning via spectrogram representation. Accuracy of 94% was 

obtained in this system. In [7] to detect seizures in EEG signals, a ChannelAtt model was 

proposed, which was an end-to-end multi-view deep learning model with a channel-aware 

attention mechanism. The model used global-based attention, which can dynamically store 

channel contributions and capture relationships between channels. The CHB-MIT EEG dataset 

was used as experimental data in the model's evaluation, and the proposed system achieved a 96% 

accuracy rate.  

Amin and Kamboh [8] created the RUSBoost algorithm to process imbalanced 

seizure/non-seizure data, and they used RUSBoost and the CHB-MIT data set to conduct patient-

specific experiments. The method was simple to learn and performed well, with a 97% seizure 

detection accuracy. Hunyadi et al. [10] this work presents a novel patient-specific seizure 

detection algorithm. The focus was to extract meaningful information from the dataset and 

providing a learning algorithm to exploit it. They used the spatial distribution of the ictal pattern, 

which is characteristic of a patient's seizures. To convey structural information of the channel-

feature matrices extracted from the EEG, the proposed algorithm used nuclear norm 

regularization. This method was compared to two existing approaches, and it was discovered that 

the proposed algorithm outperformed the other two methods significantly. Truong proposed a 

seizure detection method based on intracranial EEG data. The frequency and time domain features 

were extracted, and the data were classified using the Random Forest classifier. The goal of this 

proposed method was to reduce the number of channels and to improve computational efficiency 

by selecting the channels that contribute the most to seizure identification [12]. 

3.Proposed Work 

The following figure shows the flowchart for the epilepsy model and the detailed 

explanation of these steps are discussed below. 

 

 

Figure-1. Proposed Classification Model 

3.1) Dataset 

The Epileptic Seizure Dataset used in this paper is from the UCI-ML repository, which is 

open to the public. The EEG dataset contains 11,500 samples, each with 178 features labelled as 

X1, X2, X3….X178. The samples are categorized into five different classes Y = {1, 2, 3, 4, 5} in 
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the last column based on the criteria shown in the table below. All EEG signals recorded here used 

the same 128-channel amplifier system, digitized with a sampling rate of 173.61 Hz and 12-bit 

A/D resolution. Each sample had 178 features indicating the brainwave measurement per second 

for the different mentioned cases. Fig. 1 shows a sample view of the epileptic seizure dataset. 

 
Fig. 1. Sample Epileptic Dataset 

[https://archive.ics.uci.edu/ml/datasets/Epileptic+Seizure+Recognition] [15]. 

 

3.2)Data Pre-processing and Sampling 

We discovered a class imbalance in the dataset after reviewing the data and its element-by-

element information. In other words, the class-priors were significantly skewed towards the Non-

Epileptic class in our benchmark data. In this case, training a model could lead to any prediction 

output being labeled as positive, resulting in a high likelihood of false alarm. When any machine 

learning classifier is applied to such class-imbalanced data, it may result in inaccurate detection 

and diagnosis decisions, which can be disastrous in the real world. Regrettably, no significant 

prior research had addressed these limitations. As a result, we used data sub-sampling techniques 

as pre-processing methods in this paper. These sub-sampling techniques can alleviate the problem 

of class imbalance, which can prevent machine-learning models from learning efficiently and 

providing higher accuracy. As a result, we used three different sampling methods in this paper: 

random sampling, down sampling, and SMOTE. We were able to obtain random sampled data, 

down-sampled data, SMOTE data, and the original data to evaluate the efficiency of sub-sampling 

based on relative performance. Obtaining these four-sample data, we performed feature extraction 

and selection, which is discussed in the sub-sequent sections.  

3.3) Feature Extraction 

Numerous features from the time domain, frequency domain, and nonlinear dynamics have 

been discovered in the literature. A set of features that were potentially useful for epilepsy 

classification and had computationally reasonable requirements for real-time implementation were 

chosen in this study. Expertise, observations, and our understanding of EEG signal characteristics 

are used to extract and select features. The following features were extracted from the raw data 

using the Fast Fourier Transform (FFT) Method: Amplitude, Phase, Energy, Mean/Average, 

Standard Deviation, Entropy, and Median. 

3.4) Feature Selection 

There is a high probability of insignificant data elements being present in the dataset that 

have no bearing on the final prediction and also degrade prediction accuracy. Therefore, only the 

most important features that have a significant impact on epilepsy classification are retained for 

this we applied the following feature selection methods. The Significant Predictor Method (SPM) 

uses the correlation concept between attributes to determine the level of significance of a variable 

for classification. It investigates the relationship between various data attributes and their 

importance in epilepsy classification. To achieve this, we used the rank-sum test method in our 

proposed method, which measures the correlation between users and their respective feature 

values in terms of classification. Each attribute was designated as an independent variable, with 

the output variable, or the class level, as the dependent variable. As a result, we identified 

elements with higher significance by estimating the level of significance for each attribute across 

the data. Because we used p=0.05 as the level of significance, only those data instances or 

elements with a p-value greater than that were kept, while the rest were discarded for further 
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analysis. 

Principle Component Analysis (PCA), here for each feature set and corresponding 

instance, we retrieved the principle component and Eigenvalues of the covariance or correlation. 

We estimated the distance of each feature instance of an element from the average principal 

component (0.5) in this case. Thus, those instances having higher distance were dropped, while the 

instances with low-eigen distance were retained, hypothesizing them to be significant towards 

classification.  

Cross-correlation analysis (CRA) is a statistical method for displaying the degree to which 

two variables are related. Additionally, it states or signifies the strengths as well as the direction of 

the association. The link or association's strength can typically be measured in a range of plus or 

minus, 1 to 0. A value that is closer to 1 indicates a stronger connection or relationship. We used 

Pearson correlation-based CRA assessment in our proposed model. Because of the above-

mentioned feature selection methods, we were able to obtain a variety of feature sets that could be 

used for classification. Specifically, we concentrated our efforts in this study on determining the 

most appropriate or optimal computing environment for epilepsy detection and classification. 

With this thought, we evaluated each feature as obtained above towards their suitability to yield 

higher accuracy. Once the optimal feature sets were obtained, we performed multi-class 

classification using our proposed heterogeneous deep ensemble-assisted multi-feature learning 

model for epilepsy classification. A detailed discussion of the proposed ensemble learning models 

comprising different machine learning algorithms is discussed in the subsequent sections. 

3.6) Heterogeneous deep ensemble-based learning for two-class classification 

In major at hand approaches authors have applied single machine learning algorithm as 

standalone classifier for epilepsy classification, however, different algorithms perform differently 

or their respective performance over the same data differs, signifying diversity of performance. In 

such case, generalizing a distinct approach as optimal solution is unfair. To avoid such issues, 

ensemble learning concept can be of great significance. In this paper we applied classifiers of the 

different categories that constitutes a HEL model, the overall base classifiers used in our proposed 

model are given as follows. In synch with above mentioned base classifiers, we designed two 

different ensemble learning concepts named Maximum Voting Ensemble (MVE) and Best Trained 

Ensemble (BTE) for classification of epilepsy. A snippet of these base classifiers and eventual 

HEL formation is given in the subsequent sections. 

Logistic Regression (LR) is a regression approach often applied for data mining and text 

classification. In our proposed epilepsy classification problem, LOGR performs regression over 

the different independent variables (i.e., the amplitude, skew, energy, kurtosis and so on) and the 

dependent variable (i.e., subject class label). In this manner, the regression output classifies each 

subject as Epileptic or Non-Epileptic. In our proposed LOGR method, we applied (1) to perform 

linear regression over input features.  

 

𝑙𝑜𝑔𝑖𝑡 𝜋 𝑥  =  𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 … . +𝛽𝑚𝑋𝑚   (1) 

 

We have applied logit function, logit [π(x)] signifying the dependent variable while the 

independent variable be xi. The above derived mathematical model converts the dichotomous 

outputs using logit function and hence π(x) vary in between 0 to 1 to -∞ to +∞. In synch with the 

input epileptic dataset, in equation (2) m presents the total number of independent variables. On 

the other hand, the probability of a subject to be epileptic is given by π. Thus, the likelihood of the 

dependent variable i.e., subject as “Epileptic” or Non-Epileptic’ is obtained as per (2).  

 

π x =
eβ0+β1X 1+β2X 2+⋯….+βm X m

1+eβ0 +β1 X 1+β2 X 2+⋯….+βm X m
 (2) 

 

Decision Tree (DT, C4.5) is one of the most applied data mining concepts in data-science. 

Its robustness and ease of implementation makes it suitable for numerous data mining, pattern and 
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text classification purposes. Based on its applications suitability, different DT variants were 

proposed such as IDE, CART and C4.5, however, amongst them, C4.5 has been applied in major 

data science applications because of its ease of implementation and computationally-efficient rule 

mining ability. In our proposed model, it performs association rule mining amongst the different 

subject’s features and corresponding subject class label. To achieve it, it performed association 

rule mining in between the split-condition the input epileptic features of each subject was divided 

into multiple branches at each node of the tree. Thus, applying Information Gain Ratio (IGR) 

information as per the different association rule mining, it classifies each subject as epileptic or 

Non-epileptic.  

Deep Neuro-Computing Environment is one of the most used machine learning and 

artificial intelligence (AI) algorithms across academia-industries. Its learning efficiency over non-

linear patterns and ease of implementation make it suitable for major classification problems. 

Functionally, ANN possess three layers; input layer, hidden layer and output layer (Fig. 2), where 

the data to be classified is fed as input to the input layer. Learning the data or input patterns, ANN 

often classifies data as per expected target categories at the output layer. During the course of 

learning and prediction, the efficiency of ANN primarily depends on the learning method used. 

Thus, to enhance learning method, which decides how efficient the neuro-computing model is 

capable of learning, while maintaining precision, different algorithms have been developed. Thus, 

based on the learning mechanism ANN evolved from ANN-steepest descent (ANN-SD) to ANN-

Levenberg Marquardt (ANN-LM), and now Extreme Learning Machine (ELM). Fig. 2 presents a 

simple presentation of neural network with three layers; input, hidden and output layer.  A 

probabilistic neural network (PNN) is a type of feedforward neural network that is commonly used 

to solve classification problems. With the input layer, hidden layer, and output layers, we used a 

three-layered PNN architecture in our proposed work. The overall model was built to perform 

two-class classification (K=2), but it can also be built to perform multi-class classification (Fig. 3).  

 

 
 Fig. 2. ANN architecture with single hidden 

layer                                                  

 

Fig. 3. 

PNN architecture 

3.6) Heterogeneous Ensemble Learning Model  

Maximum Voting Ensemble (MVE): To create a novel heterogeneous ensemble learning 

(HEL) model, we used the 12 machine learning models discussed above as the base classifier. All 

classifiers are run on the same dataset to create an ensemble structure, classifying each subject as 

"Epileptic" or "Non-Epileptic" and labeling them as "1" or "0." We were able to obtain the highest 

possible voting score by gaining the class output label of each subject. Finally, based on 

consensus, the subject with the highest score (either 1 or 0) is classified as Epileptic or Non- 

Epileptic. Best Trained Ensemble (BTE): Unlike MVE, BTE finds the best performing base 

classifier first. BTE was designed in such a way that it obtains the respective performance of each 

base classifier and, after identifying the classifiers with the highest accuracy, considers their 

average prediction as to the final classification output. To put it another way, we found a total of 5 

base classifiers with higher accuracy and F-Measure values among all 12 base classifiers. We 

considered the cumulative (consensus) prediction as to the final subject-class after retrieving the 
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best performing classifiers (with high accuracy and F-Measure). 

4. Results and Discussion 

Considering the up-surging significance of epilepsy classification, in this paper we made 

effort to design a multi-level optimization concept by improving data selection and pre-

processing, feature selection and enhanced machine learning based classification. Here, our key 

motive was to identify a most suitable computing environment that would yield higher accuracy, 

reliability and computational efficiency, which are must for an efficient CAD solution. We 

obtained True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN) 

values and derived performance parameters like accuracy, precision, recall and F-Measure, as per 

Table 1. 
Parameter Expression Definition 

Accuracy (𝑇𝑁 + 𝑇𝑃)

(𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑃)
 

Signifies the proportion of predicted fault prone 
modules that are inspected out of all modules. 

Precision 𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 

States the degree to which the repeated 
measurements under unchanged conditions show the 
same results. 

Recall 𝑇𝑃/((𝑇𝑃 + 𝐹𝑁)) It indicates how many of the relevant items are to be 
identified. 

F-measure 2(𝑅𝑒𝑐𝑎𝑙𝑙. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)/(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) It combines the precision and recall numeric value to 
give a single score, which is defined as the harmonic 
mean of the recall and precision. 

Table 1. Performance Parameters 

Observing results (Fig. 4 to Fig. 6), the performance of various classifiers with the type of 

feature selection employed and the sampling technique used is shown. The original data when 

used with the SPM method gave 66% accuracy for LR classifier. The other classifiers showed 

very dismal performance using SPM feature selection method. In contrast the accuracy of ANN-

LM with three hidden layer was 79% using the PCA method. The other classifiers too showed 

decent performance when used PCA as the feature selection approach. The other feature selection 

method used was CRA and with this method the LR classifier showed 70% of accuracy. Next we 

used down-sampling technique and the three feature selection methods respectively and we had 

the following observations. SPM feature selection method gave accuracy of 80% for ANN-RBF 

classifier with two hidden layer. The PCA and CRA gave 81% and 87 % accuracy for ANN-RBF 

classifier with two hidden layer and ANN-LM classifier with two hidden layer respectively. 

Interestingly with SMOTE data, the classifiers performance improved drastically with all the three 

feature selection techniques. An accuracy of 91%, 91% and 93% for LR classifier using SPM, 

ANN-LM classifier with one hidden layer with PCA and ANN-LM classifier with three hidden 

layer with CRA method respectively was obtained.  

Similarly, F-Measure with original data using SPM achieved 0.69 for ANN-LM classifier 

with three hidden layer, followed by PCA with 0.78 for ANN-RBF with two hidden layer and 

CRA with 0.85 for ANN-LM classifier with two hidden layer, F-Measure with down-sampled data 

was 0.79 for ANN-LM classifier with two hidden layer (SPM), 0.88 for ANN-RBF with one 

hidden layer (PCA), 0.87 for LR (CRA) respectively. Interestingly, the AUC performance by the 

classifiers on SMOTE data was found superior over other sampled data i.e., Original sample, up-

sample and down-sample data. Based on above results, the superiority of SMOTE is justified over 

other sampled data. Observing Fig. 5, it can easily be found that amongst the all base classifiers as 

well as ensemble learning structures, BTE ensemble model exhibits the highest prediction 

accuracy of 83.7%.  

Considering ensemble learning and their respective performance we found that BTE 

outperforms MVE, where the BTE achieves 82% of accuracy while the later could retain the 

highest accuracy of 78%. Though, the highest random performance accuracy by BTE was found 
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84.5%. Fig. 4 presents the F-Measure performance by the different machine learning classifiers, 

including BTE and MVE heterogeneous ensembles. Observing the results, we can easily find that 

BTE ensemble model achieves the maximum F-measure of 0.83, followed by LOGR (0.82), 

ANN-RBF (with two hidden layers) (0.815). Interestingly, Fig. 6 reveals that almost all classifiers 

possess similar AUC performance. The detailed simulation results with different sampling 

methods, feature selection and machine learning classifiers are given in Table 2 to Table 4. 

 

Table 2. Performance measures for Original Data 

The performance analyses for the original data by the classifiers is given in Table 2. The 

results illustrated the overall accuracies of the classifiers. The (DT+SPM) has the lowest accuracy 

of 56%, followed by (AGD1H+PCA) and (AGD1H+CRA) with 64% and 62% respectively. 

Similarly, for F-Measure the lowest performance is of (ANF3H+SPM) with 0.49, followed by 

(ALM1H+PCA) and (DT+CRA) with 0.56 and 0.77 respectively. Finally (SPM+AGD2H), (LR+ 

PCA) and (AGD3H+CRA) have 0.51, 0.45and 0.46 respectively are the lowest AUC values for 

the original dataset. The best performance for this particular dataset is 78% (CRA+MVE) for 

accuracy, 0.87 (CRA+BTE) for F-Measure and 0.61 (CRA+MVE) for AUC. 

 

Table 3. Performance measures for Down Sampled Data 

The performance analyses for the Down sampled data by the classifiers is as shown in 

Table 3. The results illustrated the overall accuracies of the classifiers. The (AGD3H+SPM) has 

the lowest accuracy of 68%, followed by (AGD1H+PCA) and (AGD3H+CRA) with 68% and 

76% respectively. Similarly, for F-Measure and AUC we have the performance values displayed 

in table 3. The best performance for this particular dataset is 89% (CRA+MVE) for accuracy, 0.88 

(CRA+MVE) for F-Measure and 0.89 (CRA+MVE) for AUC. 
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CRA 0.56 0.59 0.55 0.56 0.46 0.59 0.56 0.58 0.60 0.55 0.56 0.56 0.58 0.61 

Accuracy (%) with Down Sampled  Data 
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SPM 74.15 77.88 77.35 68.35 68.11 80.5 80.55 78.11 78.55 80.25 80.95 79 81.66 84.97 

PCA 78.45 78.61 68.97 74.25 80.25 79.88 81.55 80.75 78.26 79.11 80.77 81.45 85.55 88.53 

CRA 84.35 85.5 77.35 76.22 79.52 86.66 81.78 79.55 86.9 84.39 81.24  84.71 86.15 89.85 

F-measure with Down Sampled Data 
SPM 0.73 0.64 0.71 0.54 0.64 0.75 0.77 0.74 0.69 0.79 0.75 0.68 0.77 0.72 

PCA 0.83 0.77 0.74 0.64 0.81 0.88 0.85 0.86 0.85 0.81 0.87 0.85 0.81 0.83 

CRA 0.87 0.77 0.82 0.83 0.75 0.83 0.83 0.82 0.81 0.84 0.85 0.79 0.85 0.88 

AUC with Down Sampled  Data 

SPM 0.74 0.74 0.67 0.74 0.67 0.64 0.74 0.66 0.68 0.74 0.69 0.66 0.69 0.74 

PCA 0.80 0.81 0.81 0.83 0.83 0.84 0.84 0.79 0.84 0.81 0.78 0.84 0.81 0.84 

CRA 0.84 0.81 0.81 0.84 0.87 0.87 0.87 0.86 0.87 0.87 0.87 0.84 0.87 0.89 
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Table 4. Performance measures for SMOTE Data 

The performance analyses for the SMOTE data is as shown in Table 4. The results 

illustrated the overall accuracies of the classifiers. The best performance for this particular dataset 

is 94% (CRA+BTE) for accuracy, 0.91 (CRA+BTE) for F-Measure and 0.94 (CRA+BTE) for 

AUC. 

  
Fig. 4. F-Measure of different ML algorithms

  

 
 Fig. 5. Accuracy (%) of different ML 

algorithm 

The performance comparisons between the different ML algorithms are displayed in box 

plots in Fig. 4 to Fig. 6, respectively. A box-and-whisker plot is a visual representation of a set of 

data on an interval scale. In exploratory data analysis, it is frequently utilised. It 's a form of graph 

that depicts the shape of a distribution, as well as its central value and variability. The vertical 

scale's range is from the selected column's minimum to maximum value, or from the highest to 

lowest of the displayed reference points.   

 
Fig. 6. AUC of different ML algorithms 

 

5. Conclusion 

Accuracy (%) with SMOTE Data 
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SPM 84.15 80.69 78.81 88.54 88.18 90.36 88.03 89.32 88.09 86.92 90.18 83.9 89.2 89.18 

PCA 89.78 84.06 86.18 78.48 80.86 88.14 89.05 84.24 86.44 89.14 91.06 80.51 90.14 86.11 

CRA 91.17 89.68 88.58 90.54 90.59 92.77 90.74 91.66 90.89 91.47 93.22 89.9 93.88 90.65 

F-measure with SMOTE Data 
SPM 0.79 0.68 0.75 0.79 0.78 0.77 0.77 0.79 0.77 0.77 0.78 0.76 0.79 0.75 

PCA 0.75 0.85 0.56 0.48 0.78 0.76 0.74 0.76 0.76 0.74 0.81 0.76 0.83 0.88 

CRA 0.84 0.79 0.74 0.77 0.77 0.88 0.82 0.83 0.85 0.81 0.86 0.87 0.91 0.89 

AUC with SMOTE Data 

SPM 0.66 0.79 0.62 0.79 0.74 0.72 0.79 0.80 0.85 0.83 0.89 0.82 0.52 0.79 

PCA 0.83 0.91 0.89 0.91 0.91 0.90 0.89 0.90 0.91 0.88 0.86 0.83 0.86 0.88 

CRA 0.91 0.89 0.92 0.92 0.90 0.91 0.91 0.91 0.90 0.91 0.93 0.89 0.94 0.91 



Mohammad Asif A Raibag, Dr. J Vijay Franklin 

 

 

282  

Epilepsy is a severe cerebral disorder that can strike at any time and has severe 

consequences for the patient's ability to carry out day-to-day activities. For many experts, 

predicting and classifying this disease has been a difficult research challenge. Making decisions in 

the healthcare industry can be difficult at times. Medical decision-making classification systems 

allow medical data to be analyzed in less time and in more detail. As a result, in this study, we 

present the first-of-its-kind multi-level enhancement framework for epilepsy classification 

systems. To address the data imbalance problem, we used methods such as random sampling, 

down-sampling, and SMOTE. For selecting important features from the dataset, SPR, PCA, and 

CRA were adopted. After collecting the suitable set of features from the various feature selection 

methods, a novel and first-of-its-kind heterogeneous ensemble model was developed integrating 

LR, DT, ANN-(RBF), ANN-(LM), and PNN as the basic classifier.  

To summarize, BTE and MVE ensembles were created using a strategic cluster of a total 

of 12 base classifiers. The results show that employing the SMOTE approach to optimize the 

dataset is essential; else, the model's performance would be low. When used in conjunction with 

other classifiers, the CRA and PCA algorithms perform better. The SMOTE sampled data with 

CRA features in conjunction with BTE ensemble learning obtains the maximum performance with 

93.88% accuracy, 0.91 F-Measure, and 0.94 AUC, according to the overall performance 

assessment. In future we will compare the proposed model to the Extreme Learning Machine 

(ELM) and Least Square SVM (LSSVM) algorithms, as well as create an automated system that 

will aid physicians in making better and more accurate decisions for their patients. 
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	The following figure shows the flowchart for the epilepsy model and the detailed explanation of these steps are discussed below.

