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_____________________________________________________________________________________________________ 
 

Abstract: Digital image authentication is an extremely significant concern for the digital revolution, as it is easy to tamper with 
any image. In the last few decades, it has been an urgent concern for researchers to ensure the authenticity of digital images. 

Based on the desired applications, several suitable color image watermarking (CIW) techniques have been developed to mitigate 

this concern. However, it is tough to achieve a watermarking system that is simultaneously robust and secure. Therefore, this 
article introduces the hybrid encryption (HE)-based CIW using improved grey-wolf optimizer (IGWO) with least significant bit 

(LSB) approach, here after denoted as HE with IGWO-LSB. Initially, the HE performed on watermark image to encrypt the data 
securely before embedding it into cover image. In addition, the IGWO unifies the advantages of traditional GWO with discrete 

cosine transform (DCT) for enhanced feature extraction in transform domain. Then, LSB approach is employed for embedding 
the encrypted watermark image into the cover image. Finally, the watermarked image is obtained using IDCT with 

postprocessing operations. The simulations carried out on standard test images discloses the superiority of proposed HE with 
IGWO-LSB approach as compared to state-of-art CIW approaches in terms of peak signal-to-noise ratio (PSNR), structural 

similarity (SSIM) index, mean square error (MSE), normalized cross correlation (NCC) and unified averaged changed intensity 
(UACI) values. 

Keywords: Digital watermarking, chaos encryption, discrete cosine transform, grey-wolf optimizer, least significant bit 
algorithm. 

_____________________________________________________________________________________________________ 
 

1. Introduction 

Image processing and the internet have made it easier to duplicate, modify, reproduce, and distribute digital 

images at low cost and with approximately immediate delivery without any degradation of quality. Network 

technology has been developing and progressing so quickly that it threatens the privacy and security of data. 

Therefore, content authentication, copyright protection, and protection against duplication play an essential role in 

facing the challenges of the existing and upcoming threats in maintaining digital information. Digital image 

watermarking is simply the digital watermarking of an image, which provides an alternative solution for ensuring 

tamper-resistance, the ownership of intellectual property, and reinforcing the security of multimedia documents. 

Any digital content, such as images, audio, and videos, can hide data. Digital content can easily be illegally 

possessed, duplicated, and distributed through a physical transmission medium during communications, information 

processing, and data storage. Digital image watermarking is a technique in which watermark data is embedded into 

a multimedia product and, later, is extracted from or detected in the watermarked product. These methods ensure 

tamper-resistance, authentication, content verification, and integration of the image [1]. It is not very easy to 

eliminate a watermark by displaying or converting the watermarked data into other file formats. Therefore, after an 

attack, it is possible to obtain information about the transformation from the watermark.  

To discern the difference between digital watermarking and other technologies such as encryption is essential 

[2]. Digital-to-analog conversion, compression, file format changes, re-encryption, and decryption can also be 

survived through digital image watermarking techniques. These tasks make it an alternative (or complementary) to 

cryptography. The information is embedded in the content and cannot be removed by normal usage [3]. The word 

“steganography” is derived from the Greek word “steganos.” This technique conceals communication and changes 

an image such that only the sender and the intended receiver can identify the sent message. This technique makes 

detection a more difficult task. Instead of encrypting messages, steganography can be used to hide them in other 

inoffensive-looking objects, so their existence is not discovered and, therefore, can be used as an alternative tool for 

privacy and security. However, due to the rapid proliferation of internet and computer networks, steganography can 

be used as a tool for exchanging information and planning terrorist attacks. Steganography hides the existence of a 

cover image, while a watermarking technique embeds a message into the actual content of the digital signal within 
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the signal itself [4]. Therefore, an eavesdropper cannot remove or replace a message to obtain an output message. 

To protect content from unauthorized access, embedding information into the original image is essential.  

Digital image watermarking is imperceptible and hard to remove by unauthorized persons. The technique has 

been implemented by various algorithms using the spatial and frequency domains, each having their distinct benefits 

and boundaries. From the past decades, lots of research was done on both spatial and transform domain 

watermarking techniques. Among those, discrete wavelet transform (DWT)-based approaches [5, 6] are most 

popular due to their simplicity in implementation. However, they were failed to obtain higher imperceptibility and 

accurate extraction of watermark as well. There are few methods, which utilized the concept of singular value 

decomposition (SVD) [7], the combo of DWT with SVD [8] and hidden markov model (HMM) [9]. But they 

suffered from lack of robustness and more sensitive against the attacks. To achieve the blind watermarking 

properties, CIW approaches are developed using the DCT transformation. In the [10], authors discussed about 

Arnold transform for implementing the watermarking with the utilization of DFT-DCT transformation, which 

reduces the phase hazards of the DCT method. But while implementing this approach to higher resolution images, 

those are not able to fulfil the robustness to that of compression ratio. As compression ratio not achieving, the images 

are easily affected by the random attacks. Thus, it provides the ineffective security levels. To overcome these 

consequences, DCT method needs to be enhanced or replaced. Thus, DWT incorporated with DCT and used by the 

authors in [11]. This method solves most of the problems, but still robustness is needed to be achieved. Especially 

it is not applicable to biometric applications. Thus in [12], the authors discussed about watermarking approach for 

fingerprint and iris datasets, for protecting the confidential image information. They achieved the robustness with 

the innovation of DWT bases fusion methodologies into it. But artifacts might be introduced while fusing the 

property features of images. To solve this problem, authors in [13] discussed DT-CWT based multi-resolution 

transforms, in which different features such as textures, edges and region of lines considered for both cover and 

watermark images and fused using different levels of orientations to achieve the efficacious watermarked image. 

Still, these methods were failed to provide the enhanced imperceptibility with higher robustness while performing 

the extraction procedure at another end. Further, they suffered from restricted direction in their filtering structure. 

Thus, to defeat above-mentioned issues, different types of subsample-based filters like contourlets, ridgelets [14], 

curvelets and shearlets [15] are implemented to achieve the smoothness by implementing these transforms into 

filters. But the problem arises due to ridgelets and curvelets implementation, as they are not categorized under the 

multi-resolution watermarking. So, the artifacts can be generated into the cover image, which is unwanted 

consequence for the application of CIW. Therefore, this article introduced the HE-based CIW using IGWO with 

LSB approach for improved performance of CIW with higher imperceptibility and robustness. 

2. Related Work 

2.1 DFT-based Approaches 

Studies of DFT-based methods have shown that there exists a conflict problem between the quality and 

robustness of the systems. For this, a solution to this problem, based on the Fourier transform and characteristics of 

the visual system, has been presented [16], in which the host image is split into the blocks that do not overlap, and 

the watermark bits are embedded (inserted) within the selected coefficients of each block by executing certain 

conditions. Different types of attacks, such as gamma noise, Gaussian noise, sharpness, blurring, and filtering, can 

be minimized by this method, which exhibits better robustness. A DFT-based semi-fragile watermarking method 

with a substitution box has been presented by Jamal et al. [17], which embeds watermark bits generated by a chaotic 

map into the host image. Although this method is complex to compute, it has demonstrated improved robustness 

and security against different kinds of attacks. Therefore, these methods provide better robustness against geometric 

attacks (e.g., translation, rotation, scaling, and cropping), which makes DFT domain-based techniques a popular 

area of research. In this context, two types of DFT-based watermark embedding techniques have been proposed. 

The first type inserts the watermark directly by changing phase information within the DFT. The second type is 

based on a template to judge the transformation factor in the DFT domain. Finally, a detector can be used to detect 

the embedded spread spectrum watermark [18]. 

2.2 DCT-based Approaches 

A DCT/IDCT method has been proposed for ensuring effectiveness [19], in which a digital watermarking 

encryption algorithm was introduced. For authentication, integrity verification, tamper detection, and protection of 

digital data, a semi-blind robust DCT watermarking approach has been proposed which uses DCT and linear 

interpolation techniques [20], which divides the host image into 𝑁 × 𝑁 (usual blocks of 8 × 8) pixel blocks, as well 

as obtaining the corresponding DCT block, and calculates the inverse transform. In this case, the medium-frequency 

(MF) components can be used, such that a compromise between robustness and watermark visibility can be 

achieved. The study demonstrated the high robustness of the system against rotational attacks, JPEG compression 

attacks, noising attacks, and median filtering attacks. At this point, the system can extract the watermark correctly, 

which was the main contribution of the paper. The studies of Roy et al. [21] presented a DCT-based color 
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watermarking technique for embedding multiple watermarks, designed for copyright ownership and validation. The 

system demonstrated better robustness and imperceptibility and generated a higher PSNR value by eliminating the 

main drawback—namely, blocking artifacts (loss of some information)—of block-based DCT methods. One 

watermark bit was preserved by using an error-correcting code (ECC). However, the system exhibited high 

computational complexity. A study of Liu et al. [22] presented an improved DCT encryption method for 

watermarking, where the first encryption of host image is done by fractal encoding, while the second encryption is 

performed using DCT.  

This dual encryption method made the proposed system more robust and effective. A differential evolution and 

kernel extreme learning machine (DE-KELM)-based grayscale image watermarking method in the DCT domain 

has been presented, where the low-frequency coefficients are selected in a zig-zag manner, such that the 

watermarked image quality is not compromised [23]. Singh [24] solved the false positive detection problem which 

arises in the spatial domain by transforming the host image in the DCT domain, where non-overlapping blocks are 

generated from the DCT coefficients. These blocks create the circulant matrix, which embeds the watermark. Their 

proposed method extracts the watermark by generating dynamic stochastic resonance (DSR) phenomena, ensuring 

imperceptibility and robustness against conventional attacks. A chaotic encryption (CE)-based blind digital image 

watermarking technique has been proposed, which works both for grayscale and color images [25]. The method 

divides the host image into 8 × 8 blocks after performing DCT operation and then, embeds the watermark using the 

DCT coefficients of adjacent blocks. To add another layer of security, Arnold transforms along with a chaotic map 

are used at this time. The results demonstrated the robustness of the system against common image processing 

operations. From the above studies, we may conclude that image watermarking is resistant against most attacks 

when using embedding in the DCT domain. However, it is susceptible to cropping and scaling [26]. Additionally, 

the DCT-based transform shows better results in concentrating energy into lower-order coefficients than the DFT 

for image data. Although DCT techniques are robust and resistant against common image processing operations, 

they require huge amounts of calculation. This is difficult to implement and shows weak performance against 

geometric transformation attacks, such as scaling, rotation, and cropping. 

3. Existing Techniques 

3.1 DFT 

The DFT uses samples that are uniformly spaced. In this case, a sequence of fixed length numbers of uniformly 

spaced samples of a function is converted into a sequence of the same length of uniformly spaced samples in the 

discrete-time Fourier transform (DTFT). The DTFT uses a set of harmonically related complex (magnitude and 

phase) exponential functions. The DFT represents the original input sequence in the frequency domain and produces 

a signal that is discrete and periodic. Many practical applications, including signal processing, image processing, 

filters, convolution operations, spectrum analysis of sinusoids, and Fourier analysis, are done by DFT. The one-

dimensional (1D) DFT can be defined by the following equation: 

𝑦(𝑘) =
1

√𝑁
∑ 𝑥(𝑛)𝑒−𝑗

2𝜋

𝑁
𝑘𝑛, 𝑘 = 0,1,⋯ ,𝑁 − 1𝑁−1

𝑛=0       (1) 

The inverse transform is given by  

𝑥(𝑛) =
1

√𝑁
∑ 𝑦(𝑘)𝑒𝑗

2𝜋

𝑁
𝑘𝑛, 𝑛 = 0,1,⋯ ,𝑁 − 1𝑁−1

𝑘=0       (2) 

With 

𝑗 = √−1 

where 𝑁 is the number of given data samples: 𝑥(0), . . . , 𝑥 (𝑁 −  1), 𝑦(𝑘) is the DFT coefficient, and 𝑥(𝑛) is the 

input data sample. 

3.2 LSB 

Least significant bit modification is the most commonly used algorithm for spatial domain watermarking. Here, 

the LSB of randomly chosen pixels can be altered to hide the most significant bit (MSB) of another. It generates a 

random signal by using a specific key. The watermark is inserted into the least significant bits of the host image and 

can be extracted in the same way. Several techniques may process the host image. This type of algorithm is easy to 

implement and is simple. The least significant bits carry less relevant information and, thus, the quality of the host 

image is not affected. It provides high perceptual transparency with a negligible impact on the host image. However, 

this algorithm can be affected by undesirable noise, cropping, lossy compression, and so on, and may be attacked 

by a hacker by setting all the LSB bits to “1,” modifying the embedded watermark easily without any difficulty. 

The LSB technique can easily be understood by the example depicted in Figure 1. Suppose two-pixel values in the 
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host image are 130 (10,000,010) and 150 (10,010,110). Then, using the LSB technique, if the embedded watermark 

is 10, then the watermarked pixel values will be 131 (10,000,011) and 150 (10,010,110), respectively. 

 

Figure 1: Basic example of LSB method. 

3.3 DCT 

The DCT separates an image into its equivalent frequency coefficients by modifying frequency components, 

which can be expressed as a sum of cosine functions. The DCT is a Fourier-related transform and contains a finite 

sequence of data points. Only real numbers can be used here. Its variance determines the usefulness of the DCT 

coefficients. 

The DCT is important for image compression, for instance, in the JPEG image format. The one-dimensional 

(1D) DCT is defined by the following equation: 

𝑦(𝑘) =  𝛼(𝑘) ∑ 𝑥(𝑛) cos (
𝜋(2𝑛+1)𝑘

2𝑁
)𝑁−1

𝑛=0 ,  𝑘 = 0,  1,  … ,  𝑁 − 1     (3) 

and the inverse transform is given by 

𝑥(𝑛) =  ∑ 𝛼(𝑘)𝑦(𝑛) cos (
𝜋(2𝑛+1)𝑘

2𝑁
)𝑁−1

𝑛=0 ,  𝑘 = 0,  1,  … ,  𝑁 − 1     (4) 

With 

𝛼(0) =
1

√𝑁
, 𝑘 = 0 and 𝛼(𝑘) = √

2

𝑁
, 1 ≤ 𝑘 ≤ 𝑁 − 1 

where 𝑁 is the number of given data samples: 𝑥(0), … , 𝑥(𝑁 −  1), 𝑥(𝑛) is the input data sample, 𝑦(𝑘) is the DCT 

coefficient, and 𝛼(𝑘) is the scaling factor. 

4. Proposed Methodology 

This section describes the proposed hybrid encryption based CIW using IGWO with LSB, where the watermark 

image is first encrypted using hybrid encryption before embedding into the cover image. The cover image is 

preprocessed and then DCT is applied to obtain the low-frequency coefficients with each 8 × 8 blocks. Figure 2 

demonstrate the block diagram of proposed HE-based CIW using IGWO with LSB approach. Table 1 illustrate the 

proposed HE algorithm, where it comprises of three phases such as creation of logistic function with confusion, key 

generation using henon chaotic system, and final encryption, respectively. 

4.1 Preprocessing 

Practically, YCbCr color space frequently utilized to carry out vantage of the HVS’s low-resolution capability 

for color regarding luminosity. Hence, this conversion is being utilized widely in the applications of image 

processing. Assume, a pixel is represented in RGB format with 8-bits/sample and the range of pixel values is from 

0 to 255, which is also known as gray range. RGB to YCbCr conversion is done as follows: 

𝑌 = 16 +
65.738𝑅

256
+

129.057𝐺

256
+

25.064𝐵

256
       (5) 

𝐶𝑏 = 128 −
37.945𝑅

256
−

74.494𝐺

256
+

112.439𝐵

256
       (6) 

𝐶𝑟 = 128 +
112.439𝑅

256
−

94.154𝐺

256
−

18.285𝐵

256
       (7) 
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Figure 2: Block diagram of proposed HE-based CIW using IGWO with LSB approach. 

Table 1. HE algorithm. 

Phase 1: Creation of Logistic function with confusion 

Step 1: Define parameters 𝑟, array index 𝑥, and 𝑝. 

Step 2: Calculate number of elements (𝑠) in given image.  

Step 3: Create Logistic function using  

𝑓𝑜𝑟 𝑛 = 1: 𝑠 − 1 

𝑥(𝑛 + 1)  =  𝑟 ∗ 𝑥(𝑛) ∗ (1 − 𝑥(𝑛)); 

𝑒𝑛𝑑 

Step 4: Sort the array elements with its index. 

Step 5: Start of Confusion using index elements. 

Phase 2: Key generation using Henon Chaotic System 

A Henon chaotic system is a 2-D dynamic system as suggested to simplify the Lorenz map defined by properties 

as below  

𝑥𝑖+1 = 1 − 𝑎𝑥𝑖
2 + 𝑦𝑖         (8) 

𝑦𝑖+1 = 𝑏𝑥𝑖, 𝑖 = 1,2,⋯        (9) 

The initial parameters are 𝑎, 𝑏 and the initial point is (𝑥0, 𝑦0) Each point (𝑥𝑛 , 𝑦𝑛) is mapped to a new point 

(𝑥𝑖+1, 𝑦𝑖+1) through the Henon map. The parameters 𝑎, and 𝑏, initial values 𝑥0, and 𝑥1 may represent the key 

and make it is hard to predict the secret information. 

In the diffusion phase, each pixel diffusion is computed using  

[
𝑥(𝑖 + 1)

𝑦(𝑖 + 1)
] = [

1 − 1.4𝑥2(𝑖) + 𝑦(𝑖)

0.3𝑥(𝑖)
], 𝑖 = 0,1,2,⋯     (10) 

The pair of (𝑥(𝑖 + 1), 𝑦(𝑖 + 1)) is the new value of (�̀�, �̀�). At this phase, the scrambled image is diffused by 𝑛 

iterations based on the size of image.  

Phase 3: Final encryption 

Step 1: Transpose the outcome of Phase 1.  

Step 2: Apply XOR operation to the Step 1, and the obtained key from phase 2. 
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Step 3: Reshape the final encrypted image. 

 

4.1 Embedding Algorithm 

Step 1: Select and read the watermark and cover image as well (both are RGB images). 

Step 2: Apply YCbCr color space conversion to cover image as given in Equation (5), Equation (6), and Equation 

(7), respectively. YCbCr color space consists of luminance components, chroma red and chroma blue components. 

Generally, both chroma components consisting of low intensity components. Thus, in this low intensity pixels, the 

watermark image information can be perfectly stored without losing its properties.  

Step 3: Apply DCT on components of YCbCr image like luminance, chroma blue and chroma red separately, now 

it returns the image into unitary DCT denoted as 𝐷𝐶𝑇𝑢. 

Step 4: Separate R, G, and B components from obtained 𝐷𝐶𝑇𝑢 and denote as 𝐷𝐶𝑇𝑢𝑟
, 𝐷𝐶𝑇𝑢𝑔

 and 𝐷𝐶𝑇𝑢𝑏
. Apply 

GWO (discussed in section 4.3) to get an optimal 𝐷𝐶𝑇𝑢 for separated R, G, and B components. 

Step 5: Apply HE algorithm illustrated in Table 1 to watermark image, which returns the encrypted watermark 

denoted as 𝑊𝐻𝐸.  

Step 6: Now employ LSB approach for embedding 𝑊𝐻𝐸 into optimal 𝐷𝐶𝑇𝑢 to obtain modified 𝐷𝐶𝑇𝑢. 

Step 7: Apply IDCT to a reconstructed outcome of the modified 𝐷𝐶𝑇𝑢. 

Step 8: Finally, apply YCbCr to RGB color space to get a watermarked image. 

4.2 Extraction Process 

Step 1: Read the watermarked image obtained using embedding process and apply YCbCr color space using 

Equation (5), Equation (6), and Equation (7), respectively.  

Step 2: Apply DCT on components of YCbCr image like luminance, chroma blue and chroma red separately, now 

it returns the image into unitary DCT denoted as 𝐷𝐶𝑇𝑢. 

Step 3: Separate R, G, and B components from obtained 𝐷𝐶𝑇𝑢 and denote as 𝐷𝐶𝑇𝑢𝑟
, 𝐷𝐶𝑇𝑢𝑔

 and 𝐷𝐶𝑇𝑢𝑏
. Apply 

GWO (discussed in section 4.3) to get an optimal 𝐷𝐶𝑇𝑢 for separated R, G, and B components. 

Step 4: Apply decryption algorithm to get the decrypted watermark image, denoted as 𝑊𝐷𝐸.  

Step 5: Now employ LSB approach for extraction of 𝑊𝐷𝐸 from optimal 𝐷𝐶𝑇𝑢 to obtain modified 𝐷𝐶𝑇𝑢 and apply 

IDCT to a reconstructed outcome of the modified 𝐷𝐶𝑇𝑢. 

Step 6: Finally, apply YCbCr to RGB color space to get an extracted watermark image. 

4.3 GWO Algorithm 

From [27], by utilizing the fundamental behaviour of Grey wolves’, a new algorithm is proposed named as grey 

wolf optimizer (GWO). In this approach, the properties of image patches are done based on the properties of Beta, 

Gamma and Alpha. The finest optimization solution is achieved by the Alpha property, which is a leading initiator. 

The second and third optimization solutions are achieved by the Gamma, Beta, respectively. Initially GWO is 

utilized to train the weights of multi-layers. Later, [28] explains the use of evolutionary population dynamics (EPD) 

with GWO, thus the low reliable search agents of GWO method are optimized, respectively. Now this searching 

procedure is effectively monitored by Beta, Gamma and Alpha parameters and calculation of these parameters on 

the source data is performed by selectively using the GWO approach [29]. Thus, amazingly fast searching capacity 

is achieved by maintaining the cumulative adjustment between global and local search procedures [30]. 

Table 2: GWO algorithm. 

Step 1: Initialization of search agent. 

Step 2: Allocate fitness property to gamma, beta and alpha. 

Step 3: Encircle the prey �⃗⃗� = |𝐶 . 𝑋 𝑝(𝑡) − 𝑋 (𝑡)| 

𝑋 (𝑡 + 1) = 𝑋 𝑝(𝑡) − 𝐴 . �⃗⃗� , where 𝑡 denotes the current updating iteration, 𝐴  and 𝐶  denoted as coefficient vectors, 

𝑋   denotes the wolf’s position and 𝑋 𝑝(𝑡) represents the position of prey node. The 𝐴  and 𝐶  represented as 

coefficient vectors and they will be calculated as 𝐶 = 2. 𝑟2⃗⃗  ⃗ and 𝐴 = 2𝑎 . 𝑟1⃗⃗⃗  − 𝑎 . Where 𝑎  components are raged 
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from [2, 0]  in linearly decremented order for every succeeding iteration. The random vectors are denoted by 𝑟1⃗⃗⃗   

and 𝑟2⃗⃗  ⃗ and they will be ranged from 0 𝑡𝑜 1. 

Step 4: Begin Hunting 

Alfa wolf is used to direct this hunting process. Rarely, gamma and beta also contribute in this hunting procedure. 

The below derivations describe the process of hunting:  

�⃗⃗� 𝛼 = |𝐶 1. 𝑋 𝛼 − 𝑋 |, 𝑋 1 = 𝑋 𝛼 − 𝐴 1. (�⃗⃗� 𝛼) 

�⃗⃗� 𝛽 = |𝐶 2. 𝑋 𝛽 − 𝑋 |, 𝑋 2 = 𝑋 𝛽 − 𝐴 2. (�⃗⃗� 𝛽) 

�⃗⃗� 𝛾 = |𝐶 3. 𝑋 𝛾 − 𝑋 |, 𝑋 3 = 𝑋 𝛾 − 𝐴 3. (�⃗⃗� 𝛾) 

𝑋 (𝑡 + 1) =
(𝑋 1 + 𝑋 2 + 𝑋 3)

3
 

Step 5: Attacking prey 

Here value of 𝑎  is linearly reduced from the range 2 to 0, it will cause to decrease in 𝐴  additionally. 

Step 6:  The process described in 2 to 5 steps iterated in finite number of times to achieve the optimized 

performance of proposed scheme of watermarking. 

 

5. Results and Discussion 

This section deals about the detailed discussion on the obtained results of proposed CIW using HE with IGWO-

LSB embedding and extraction process as compared to existing CIW methodologies. Figure 3 shows that input 

RGB images used as cover images for CIW which includes ‘butterfly’, ‘lena’, ‘plants’, ‘girl’, ‘flower’, ‘bike’, 

‘fruits’, and ‘raccoon’. The watermark image is demonstrated in Figure 4.  For evaluating the performance of 

existing and proposed CIW methodologies, image quality metrics like PSNR, SSIM index, MSE, NCC and UACI 

are utilized where PSNR, and UACI performance discloses the imperceptibility, MSE, SSIM index and NCC values 

demonstrate the robustness and effectiveness of CIW algorithm. Further, no attack and attack scenarios are 

considered for quality assessment of proposed CIW using HE with IGWO-LSB approach as compared to existing 

CIW using DCT [21] and CE-based DCT-Arnold [25] approaches. The obtained encrypted image using HE 

algorithm is disclosed in Figure 4 right side image.  

5.1 Performance Evaluation 

Here various image quality metrics such as PSNR, MSE, NCC, SSIM index and UACI are utilized to evaluate 

the performance of CIW using exiting DCT [21] and CE-based DCT-Arnold [25] and proposed HE with IGWO-

LSB approaches.  

𝑃𝑆𝑁𝑅 = 10 log10
2552

𝑀𝑆𝐸
        (11) 

𝑀𝑆𝐸 =
1

𝑀×𝑁
∑ ∑ [𝐼(𝑎, 𝑏) − 𝑂(𝑎, 𝑏)]2𝑁−1

𝑏=0
𝑀−1
𝑎=𝑜       (12) 

Where the number of rows, and columns of given image is represented as 𝑀, and 𝑁, respectively. The spatial co-

ordinates are denoted with 𝑎, and 𝑏. The watermarking image is denoted as 𝐼, while the watermarked image is 

represented as 𝑂. 

𝑁𝐶𝐶 = ∑ ∑
𝐼(𝑎,𝑏)∗𝑂(𝑎,𝑏)

𝐼(𝑎,𝑏)2∗𝑂(𝑎,𝑏)2
𝑁−1
𝑏=0

𝑀−1
𝑎=0        (13) 

Here, number of columns denoted by 𝑀 and number of rows denoted by 𝑁, watermark image is denoted by 𝐼 and 

extracted image is denoted by 𝑂, respectively. 

𝑆𝑆𝐼𝑀 =
(2𝜇𝑎𝜇𝑏+𝑐1)(2𝜎𝑎𝑏+𝑐2)

(𝜇𝑎
2+𝜇𝑏

2+𝑐1)(𝜎𝑎
2+𝜎𝑏

2+𝑐2)
       (14) 

Where, 

𝜇𝑎 and 𝜇𝑏 are the mean of 𝑎 and 𝑏. 

𝜎𝑎
2 and 𝜎𝑏

2are the variances of 𝑎 and 𝑏. 
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 𝜎𝑎𝑏 is the covariance between 𝑎 and 𝑏. 

 𝑐1 = (𝑘1𝐿)2 and 𝑐2 = (𝑘2𝐿)2are a few variables that help to keep the division with a narrow denominator 

constant. The pixels′ dynamic range is referred to as 𝐿, 𝑘1 = 0.01 and 𝑘2 = 0.03 

 

Figure 3: Tested cover RGB images. (a) butterfly. (b) lena. (c) plants. (d) girl. (e) flower. (f) bike. (g) fruits. and 

(h) raccoon. 

  

Figure 4: Tested watermark image (left). Output obtained after HE (right).  

 

Figure 5: Obtained results using existing DCT-based CIW approach. (a) cover image. (b) watermark image. (c) 

watermarked image. (d) extracted watermark. 

Figure 5, and Figure 6 demonstrate the visual outputs obtained using existing CIW approaches using DCT, and 

CE-based DCT-Arnold, respectively. The results illustrate that CE-based DCT-Arnold performed superior with 

higher imperceptibility as compared to DCT-based CIW approach, where the watermarked image has very poor 

imperceptibility. However, the extracted watermark image obtained using CE-based DCT-Arnold has poor 

robustness as compared to DCT-based CIW approach. The output results of proposed CIW using HE with IGWO-

LSB approach is depicted in Figure 7, where the visual results proven the effectiveness with higher imperceptibility 

and robustness as compared to existing CIW using DCT, and CE-based DCT-Arnold approaches. The obtained 

quality metric values are listed in Table 3, where the proposed CIW using HE with IGWO-LSB produced optimal 

values for PSNR, NCC, MSE, SSIM index and UACI, respectively. 
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Figure 6: Obtained results using existing CIW using CE-based DCT-Arnold approach. (a) cover image. (b) 

watermark image. (c) watermarked image. (d) extracted watermark. 

 

Figure 7: Obtained results using proposed CIW using HE with IGWO-LSB approach. (a) cover image. (b) 

watermark image. (c) encrypted watermark. (d) watermarked image. (e) extracted watermark. (f) decrypted 

watermark. 

Table 3: Quality evaluation of existing and proposed CIW approaches. 

 PSNR (in dB) NCC MSE SSIM index UACI (%) 

DCT [21] 35.06 0.729 3.6345 0.857 25.29 

CE-based DCT-Arnold [25] 39.98 0.97 1.05e-04 0.935 28.8 

HE with IGWO-LSB 45.9 0.981 5.758e-05 0.984 30.78 

 

Table 4: NCC metric comparison of obtained extracted watermark images using proposed HE with IGWO-LSB 

approach with different attacks. 

Attack DCT [21] CE-based DCT-Arnold [25] HE with IGWO-LSB 

GNA (variance = 0.1) 0.6586 0.8214 0.98 

ROA (−500) 0.6133 0.7721 0.98 

SCA (2 factor) 0.611 0.8367 0.981 

REA 0.6844 0.9123 0.978 

FA -- -- 0.967 

COA 0.6112 0.9545 0.98 

HEA 0.6523 0.9021 0.978 

MFA (3 × 3 mask) 0.6641 0.8455 0.974 

MBA (𝜃 = 450, 𝐿 = 15) 0.5867 0.8707 0.976 

SHA 0.69 0.9671 0.9845 

 

Table 4 listed the obtained NCC values using proposed HE with IGWO-LSB approach with different attacks, 

which includes several geometrical and non-geometrical attacks like gaussian noise attack (GNA), rotation attack 
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(ROA), scaling attack (SCA), resizing attack (REA), flipping attack (FA), compression attack (COA), histogram 

equalization attack (HEA), median filtering attack (MFA), motion blur attack (MBA) and sharpening attack (SHA). 

Table 4 shows the kind of attack in the first column, with the values of attack using DCT, CE-based DCT-Arnold, 

and proposed HE with IGWO-LSB in the 2nd, 3rd, and 4th columns, respectively. For ease of comprehension, optimal 

NCC values are emphasized in bold letters. 

6. Conclusion 

This article proposed HE-based CIW using IGWO-LSB approach, where the HE performed on watermark image to 

encrypt the data securely before embedding it into cover image while the IGWO unifies the advantages of traditional 

GWO with DCT for enhanced feature extraction in transform domain. Then, LSB approach is employed for 

embedding the encrypted watermark image into the cover image. Finally, the watermarked image is obtained using 

IDCT with postprocessing operations. The simulations carried out on standard test images disclosed the superiority 

of proposed HE with IGWO-LSB approach as compared to state-of-art CIW approaches in terms of obtained values 

of PSNR, SSIM index, MSE, NCC and UACI. 
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