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_____________________________________________________________________________________________________ 

 
Abstract: Object detection has been one of the hottest issues in the field of remote sensing image analysis. The purpose of 
object detection is to find precise locations of the objects, one location at a time or all locations of all objects in an image. 
However, most current object detection methods developed earlier demonstrate unsatisfactory results. Therefore, this paper 
presents efficient Bayes saliency-based object detection on images using deep belief networks. First, a new Bayes saliency 
detection approach is presented in which prior estimation, feature extraction, weight estimation, and Bayes rule are used to 
compute saliency maps. In particular, an efficient coarse object locating method is used based on a saliency mechanism. Then,  
an efficient object detection framework is implemented which combines the unsupervised feature learning of Deep Belief 
Networks (DBNs) and visual saliency. After that, the trained DBN is used for feature extraction and classification on sub 
images. The method could avoid an exhaustive search across the image and generate a small number of bounding boxes, which 
can locate the object quickly and precisely. Comparative experiments are conducted on the dataset and result analysis 
demonstrate that the accuracy and efficiency of our method than state of-the-art methods in terms of various evaluation 
metrics. Furthermore, this object proposal approach can improve the detection performance and the speed of several detection 
approaches. 
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1. Introduction  

Object detection is a method used to find precise locations of the objects. It can be applied in commercial 

applications, for examples, real-time video analytics, customer behavior analysis, face detection, traffic analysis 

and autonomous vehicle system [1]. Fast and accurate are major subjects of object detection which is hard to 

achieve. Due to variations in poses, lighting, occlusion, size of the objects, it is difficult to accomplish real-time 

multiple object detection. Salient object detection aimed at stimulating the visual characteristics of human beings 
and extracts the most attractive regions from images or videos [2]. The content in these saliency areas is what 

called as salient objects. Since saliency detection is a relatively basic task that can increase computational 

efficiency, it has played an important role in many fields of computer vision, such as foreground extraction, 

visual tracking, scene classification, semantic segmentation, video summarization and image retrieval [3].  

 

Over the years, there have been various methods of salient object detection. These methods can be divided 

into two categories: conventional methods and deep learning based methods. Conventional methods typically use 

low-level visual information of an image to predict saliency maps, such as varies heuristic priors, color and 

contrast information, and so on [4]. However, for images with low color contrast and complex background, 

conventional methods have difficulty in accurately identifying these obvious objects. Because conventional 

methods lack the ability to capture high level and global semantic features of the object, they cannot accurately 
detect these objects that attract people but are not obvious in visual characteristics. Traditional saliency methods 

aim to generate a heat map which gives each pixel a relative value of its level of saliency. In recent years, the 

fashion moves to salient object detection which generates pixel-wise binary label for salient and non-salient 

object. In comparing with the heat map, the binary label would further benefit segmentation based applications 

such as semantic segmentation, and thus attracts more attention [5]. 

 

A novel and fast Bayes saliency detection which detects salient pixels within regions of vehicles is presented. 

In this letter, an efficient coarse object locating method based on a saliency mechanism is introduced, which can 

generate a small number of bounding boxes as object candidates. An effective object detection approach is present 

to relate the saliency map with object detection and generate models with high detection rate. A block wise 

training strategy is implemented to pertain the restricted Boltzmann machines (RBMs), which combines the raw 

pixels with a saliency map as input. The strategy leads the RBM to generate local and edge filters. Thus, the 

higher layer of RBMs could get more opportunities to extract the spatial and configuration information of the 

object. 
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2. Literature Survey  

Semantic relationships between different objects or regions of an image can help detect occluded and small 

objects. Bae et al. [6] utilize the combined and high-level semantic features for object classification and 

localization which combine the multi-region features stage by stage. Zhang et al. [7] combine a semantic 
segmentation branch and a global activation module to enrich the semantics of object detection features within a 

typical deep detector. Scene contextual relations can provide some useful information for accurate visual 

recognition. Liu et al. [8] adopt scene contextual information to further improve accuracy. Modeling relations 

between objects can help object detection. Singh et al. [9] process context regions around the ground-truth object 

on an appropriate scale. Hu et al. [10] propose a relation module that processes a set of objects simultaneously 

considering both appearance and geometry features through interaction. Mid-level semantic properties of objects 

can benefit object detection containing visual attributes. 

 

In recent decades, deep learning has achieved excellent performance in almost all areas of computer vision. 

Since this method can fully explore the high-level semantic information of an image, it is very popular in salient 

object detection. Many CNN-based models attempt to learn the deep semantic properties of salient objects, which 

can further improve the prediction performance. Ishikura et al. [11] detected potentially salient regions based on 
multiscale extreme of local and global perceived color differences measured in the CIELAB color space. Hou et 

al. proposed a short connection [12] based on HED to solve the scale-space problem. However, they simply 

integrated high-level features with low-level features, which cannot extract features effectively. They combined 

the CNN method with traditional methods, and learned multi-scale depth features through CNN to obtain high-

quality visual saliency maps.  

 

As convolutional neural networks become deeper and deeper, Kaiming He et al. in [13] showed how their 

accuracy first saturates and then degrades rapidly. They proposed the use of residual learning to the stacked layers 

to mitigate the performance decay. It is realized by addition of a skip connection between the layers. This 

connection is an element wise addition between input and output of the block and does not add extra parameter or 

computational complexity to the network. A typical 34 layer ResNet is basically a large (7x7) convolution filter 

followed by 16 bottleneck modules (pair of small 3x3 filters with identity shortcut across them) and ultimately a 

fully connected layer. The bottleneck architecture can be adapted for deeper networks by stacking 3 convolutional 

layers (1x1,3x3,1x3) instead of 2. Long et al. [14] proposed a Fully Convolutional Neural Network (FCN) to 

predict the semantic label for each pixel which was the first end-to-end network that predicted pixels and used 

supervised pretraining. With the implementation of FCN, more and more pixel wise saliency detection methods 

have appeared. Olaf et al. [15] presented the U-Net by adding skip connections between the corresponding layers 

of the decoder and encoder on the FCN. 

3. Bayes Saliency-based Object Detection Using DBNS 

In this section, the ideas of the presented method and implementation details will be described. The Bayes 

saliency-based object detection framework using DBNS is shown in Fig. 1. The framework can be divided into 

two stages, i.e., the training stage and the Bayes saliency detection stage. The training contains the unsupervised 

feature learning and the discriminative fine-tuning. A disjoint image collection is used as the training set to train a 

DBN. At the detection stage i.e. testing stage initially background prior, which assumes that the area in the narrow 

border of the image belongs to the background, performs very robust in many detection tasks. So we use 

background prior to determine the background location information in images. Meantime, features are extracted 

and map which robustly represent the attributes of objects within the image. To compute the condition likelihood 

functions of the observed background and potential salient pixels, following steps are utilized. To divide all pixels 

into background set and salient pixel set, the prior map is binarized by searching the optimal threshold which 

separates the background from the possible salient pixels in each feature map. Weights of each feature for each 

class (background and salient pixels) are estimated using variance of feature of each class. The conditional 

probabilities are computed by multiple probabilities of each feature with weights. Using Bayes rule, the posterior 

probability of a pixel belong to the salient pixels (i.e., the saliency map) is obtained. Then a coarse object locating 

method is operated on the test images to generate a small number of bounding boxes as object candidates. Finally, 

the sub images are classified by the DBN. The feature learning of the DBN is operated by pretraining each layer 

of restricted Boltzmann machines (RBMs) using the general layerwise training algorithm. An unsupervised 

blockwise pretraining strategy is introduced to train the first layer of RBMs, which combines the raw pixels with a 

saliency map as inputs. This makes an RBM generate local and edge filters. 
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Fig. 1: BAYES SALIENCY-BASED OBJECT DETECTION FRAMEWORK USING DBNS 

 

3.1 Bayes Saliency Detection  

1) Prior Estimation: It is known that the low brightness traffic images have low lightness and low contrast, 

edges are noticeable in salient objects. The surrounding pixels of edges are more likely to belong to salient 

objects. To estimate priors, the edge map of the input traffic image is first computed which can extract accurate 
edge maps. Considering the surrounding pixels of edges, the edge map is calibrated by convoluting with an 

average filter. In this paper Gaussian filter design is used. The calibrated edge map P(x, y) is normalized to the 

range [0, 1] and vectorized to final estimated prior probability of a pixel belonging to the salient pixels (p(s)). 

According to the probability theory, the probability of a pixel being background pixel (p(b)) is equal to 1 − p(s). 

It can find that the prior estimation is effective because the pixels in the two objects are white (close to 1) while 

most of background is black. Note that the prior map in this method does not have to be very accurate. It is 

enough for the prior map to include the most edges of vehicles and provide information on the rough locations of 

the vehicles, since the inaccuracy of the prior map, for example, of a relatively large vehicle, will be corrected as 

much as possible by our other strategies described below, for example, the three types of features, the Bayes rule 

and multi-scale sliding window based object detection method. 

 
2) Feature Extraction: The salient objects in low brightness often have bright regions and the contrast of 

object regions is often higher than the contrast of background regions. Besides, at night vehicles often turn on the 

back light which is very salient and useful for distinguishing vehicles from the background. Thus, to represent 

the differences between the salient vehicles and the background pixels, three types of features: luminance, local 

contrast and vehicle taillight map are extracted. The luminance image is computed as the average of the R, G, B 

channels of the input image. The local contrast of each pixel is computed as the normalized variance of gray 

values within a Sw = 7 × 7 window centered at this pixel. The luminance and local contrast features are smoothed 

using an Gaussian average filter and they are also normalized to [0,1]. The computation process of the vehicle 

back light map is first convert the RGB low brightness images to intensity images and reduce noise using an 

empirical threshold. Second, the Nakagami images are estimated by utilizing a sliding window mechanism. 

Subsequently, possible vehicle back light is detected by the optimal thresholds.  

 
3) Thresholding: After computing the Nakagami images of all positive samples in the dataset, low-level and 

high-level thresholds close to the maximum and minimum values respectively are tried to segment the Nakagami 

images. The values between the low- and high-level thresholds are set to 0 and other values are set to 1. If a pair 

of thresholds can detect all back light (most of pixels within taillights are retained) in all positive samples and 

detect minimum non- back light regions, choose them as the optimal thresholds. Then, the red pixel rate of each 

pixel is computed: the rate of the number of red pixels in a Sw = 7×7 window centered at this pixel and the 

number of all pixels in the window, and the thresholding result is multiplied by the red pixel rate to obtain the 

coarse vehicle back light map. Because the pixels which are close to the detected taillight regions are more likely 
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to be salient pixels than the pixels which are far away from the detected taillight regions, the origin vehicle 

taillight map is convoluted with a Gaussian filter (Sf = 21 × 21) to compute the final vehicle taillight map flight 

which is normalized to [0,1]. During thresholding the weights of each feature are equal and in the following step 

the weights of each feature are updated. 

 

4) Weight Computing: Different features demonstrate various abilities to distinguish salient pixels from 
background pixels. Therefore, it is required to consider the importance of each feature of each class when 

computing the likelihood of the observed salient pixels and background pixels. Robust features of the salient 

pixels should contain stable feature values (i.e., small variation). Then the weights of each feature are computed 

for the salient or background pixels as  

𝑤𝑖
𝑘 =

1

𝜇
 1−𝑒

1−𝑣𝑎𝑟 𝑖
𝑘

1−𝑒
, 𝑘𝜖 −1,1     ----- (1) 

where −1 and 1 denote background pixels and salient pixels respectively, 𝜇 =  𝑤𝑖
𝑘 ,𝑖 𝑖𝜖 flum , fcon , flight  , 𝑣𝑎𝑟𝑖

𝑘  

is the normalized variance (∈ [0, 1]) of feature values of the 𝑘 class pixels obtained after thresholding in the i 

feature channel. The weights are self-adapting.  

 
5) Conditional Likelihood Computation: After estimating the possible salient pixels and background pixels 

of each feature map and computing the weight of each feature for each class, the conditional likelihood of 

observed salient and background pixel sets can be computed. The joint probability distribution of various 

features can be expressed as the product of all individual probability distributions with the conditional 

independence assumption between any two features. Thus, the observation likelihood at pixel x can be computed 

as  

𝑝 𝑥 𝑠 =  𝑝 𝑥𝑖 𝑠𝑇𝑜𝑝𝑡
 

𝑤𝑖
1

𝑖    --------- (2) 

𝑝 𝑥 𝑏 =  𝑝  𝑥𝑖 𝐵𝑇𝑜𝑝𝑡
 

𝑤𝑖
−1

𝑖  --------- (3) 

where 𝑝 𝑥𝑖 𝑠𝑇𝑜𝑝𝑡
  and 𝑝  𝑥𝑖 𝐵𝑇𝑜𝑝𝑡

  are respectively the distribution functions of each feature in the salient 

object and background regions. In detail, observation likelihood of each feature is computed as the normalized 

histogram distribution of pixels in salient or background regions in each features map.  

 

6) Saliency Map Based on Bayes Rule: With Bayes rule, the possibility of a pixel belonging to salient pixels 

(i.e., posterior probability and saliency map) can be computed as 

𝑝 𝑠 𝑥 
𝑝 (𝑠)𝑝 𝑥 𝑠 

𝑝 𝑠 𝑝 𝑥 𝑠 +𝑝(𝑏)𝑝 𝑥 𝑏 
 ----- (4) 

Where 𝑝(𝑠)  and 𝑝(𝑏)  are computed during prior estimation step and the prior probabilities of a pixel 

belonging to salient pixels and the background, 𝑝 𝑥 𝑠  and 𝑝 𝑥 𝑏  are conditional likelihood functions based on 
the observed salient pixels and the background obtained using (2) and (3) respectively. Bayes rule has been 

applied to the saliency detection before where multiple simple features are combined using Bayes rule for 

saliency detection on daytime images. Afterwards, we obtain the Bayes saliency map of each image.  

 

7) Coarse Object Locating: Object locating is started by generating a saliency map of the test image. It 

should be emphasized that the norm gradient map will be used as the saliency map. After that, the initial 

windows are set non-overlapped across the saliency map. As a consequence, at least one initial window will 

contain most part of the object. It is quite possible that the window that contains part of the object will move to 

the precise location of the object using this method. Finally, the overlapped windows that contain the same object 

will be fused into one window. In this manner, the number of windows can be reduced significantly, and the 

object locating precision is improved, which will benefit the process of feature extraction. The method can not 

only increase the accuracy of detection but also enhance the robustness of different detection methods.  
 

3.2 Training stage 

1) Feature Learning using DBN: The training samples of images are considered here. All the training 

images are collected from a disjoint QuickBird image collection with a 0.6-m resolution. The images are 

normalized to a size of 36 × 36 before training. Our model contains DBN with layers. The visible layer contains 

the raw image and the saliency map units. In experiments, the visible units of every RBM are set to real values, 

which are in the range of [0, 1] for logistic units. While training higher level RBMs, the visible units are set to 

the output values of the hidden units in the previous RBM.  

 

In general, only one single RBM is trained for each layer of the DBN, and the pretraining is operated by 

setting the visible units of RBMs to each pixel value of the image directly. This always leads the extracted 
features to be global features. In this part, a block wise strategy is introduced for pretraining the RBM. The 
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training is started by segmenting the two images pixel patches. Independent RBMs with hidden units are trained 

on each of these tiny image patches. After that, they are combined in a very straightforward way by training a 

new big RBM with hidden units. The weights of the first hidden units are initialized with the weights from the 

small RBM trained on patch 1, the weights of the next hidden units are initialized with the weights trained on 

patch 2, and so forth. However, each of the hidden units in the big RBM is connected to each pixel in image; 

thus, the weights that did not exist in the RBMs trained on patches are initialized to 0. The bias of the visible unit 
of the big RBM is initialized to the average bias that the unit received among the small RBMs.  

 

3.3 Object Detection: After the unsupervised pretraining, a supervised layer is added to the top of the DBN 

to build a classifier. The probability distribution of the layer is defined as follows:  

𝑃(𝑐𝑙𝑎𝑠𝑠 = 𝑗)  =
𝑒

𝑓𝑗 (𝑥)

 𝑒𝑓𝑘 (𝑥)
𝑘

  ------ (5) 

This is also known as softmax regression. 𝑃(𝑐𝑙𝑎𝑠𝑠 = 𝑗) is the probability that the data are assigned to class 𝑗. 
𝑓𝑘 𝑥 = 𝑤𝑘𝑥 + 𝑏𝑘 is the function of the model. At the fine-tuning stage, the backpropagation algorithm is used to 

fine-tune the whole network until convergence. After training the deep model, detection is conducted for test 

images. In the coarse object locating stage, the size of initial windows is set to 80 × 80 pixels. After object 

locating, the subimages of the candidate windows are normalized to a size of 36 pixels × 36 pixels. Then, raw 

pixels and saliency maps are classified by the deep model. Finally, the predicted labels are generated from the 

supervised layer. 

4. Results 

The method presented in this work is termed as BGM-DBN (a norm gradient map and raw pixels are fused by 

the DBN using the blockwise pretraining strategy), which is compared with classification by a Support Vector 

Machine (SVM) using raw pixels as features (denoted as RP-SVM), classification by a DBN using raw pixels as 

features (denoted as RP-DBN), and the method where a norm gradient map and raw pixels are fused by a DBN 
(denoted as GM-DBN). 

 

Detection is marked as true positive (TP) if more than 75% of the ground truth is covered. In order to quantify 

the performance, two commonly used criteria were computed, i.e. the TP rate (TPR) and the false positive rate 

(FPR). They are defined as follows:  

𝑇𝑃𝑅 =  𝑇𝑃/(𝑇𝑃 +  𝐹𝑁) 
𝐹𝑃𝑅 =  𝐹𝑃/(𝐹𝑃 +  𝑇𝑁) 

The object detection results are shown in Table 1 and demonstrate the performance of different methods. It 

shows the detection performance using the sliding window method and proposed Bayes Saliency object detection 

methods with different DBN feature learning approaches. One can see that the proposed method achieves the 

best performance both in the TPR and the FPR. All the results are significantly improved compared with the 

results of the corresponding methods, which demonstrate that the detection performance really benefits from the 

advantages of the proposed locating method. 

Table. 1. Object Detection Results 

 

Methods  Sliding window 

method 

Bayes Saliency 

method 

TRP FPR TRP FPR 

RP-SVM 0.79 0.54 0.83 0.46 

RP-DBN 0.85 0.39 0.87 0.35 

GM-DBN 0.89 0.32 0.94 0.26 

BGM-DBN 0.91 0.18 0.97 0.12 

 

The detection rate is the ratio of the number of objects detected accurately and the number of all objects. The 

comparison of detection rate is shown in figure 3. The presented method in  this paper obtains the highest 

detection rate, which means our method is better than these state-of- the-art methods.  
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Fig. 2. Comparative Analysis On Object Detection Rate 

 

 
 

The results demonstrate that our method is more robust to the variance both in the object and the background. 

5. Conclusion 

This paper presents a novel object detection framework for low brightness traffic images which combine the 

Bayes saliency map with DBN feature learning based object detection. In the novel Bayes saliency detection 

approach, Bayes rule is used to integrate multiple features and compute the probability of a pixel belonging to 

salient pixels, and weights of each feature for each class are carefully designed. In addition the coarse object 

locating method is introduced by using a visual saliency prior, which locates the object more precisely and more 

quickly. Then object detection framework has been implemented using a Bayes saliency map and DBNs. The 

DBN was trained using the general unsupervised layer wise pretraining. The norm gradient map and the raw 

pixels of the image were utilized as training samples. The proposed blockwise pretraining strategy improves the 

generalization ability of the features. The sub images were then classified by the deep model. The experimental 

results showed that the proposed Bayes saliency detection and BGM-DBN object detection achieved better 

detection performance.  
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