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Abstract: Agricultural stakeholders are concerned about the anticipated crop production 

before the harvest. Many countries throughout the world employ computational technique's 

for predicting yield ahead of harvest to assess a country's food security and issue warnings 

about impending food shortages. This is a common method that aids strategy planners and 

decision-makers, particularly in rural economies. Crop statistical models have been used to 

track crop development and forecast production. The only inputs available at the field level 

will yield a prediction for a narrow region; remote sensing observations cover a broad area. 

They may be repeated at regular intervals, allowing for large-scale crop modelling. Crop 

yield prediction study necessitates a variety of production parameters and algorithms. Some 

algorithms are used to determine the optimum feature subset for improved prediction, while 

others are used to determine prediction. The proposed Correlation based Sequential Forward 

Feature Selection (CSFFS) is compared with the existing feature selection approaches. The 

classification with proposed feature selection attains effective accuracy in crop prediction. 

Keywords: Feature selection, classification, accuracy, crop yield prediction, and wrapper 

approach. 

 

1. Introduction 

The progression in the agricultural industry has been undergoing an expansion from 

physical to digital at an unprecedented pace. As a result, it has become possible for people to 

collect more and more data conveniently in many ways. Data collection process is not 

significance without processing [1]. The collected data could not impact anything on the 
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agricultural industry or process without converting it into a machine-readable format. Data 

analysis leads us to a unique problem where data processing has to keep up with the pace of 

data accumulation [2].  

One way to conquer this situation is to develop advanced data selection methods in pace 

with the rate of data. Finding unknown and interesting patterns from the datasets is known as 

data mining [3]. Recent years have witnessed extensive research in feature selection 

algorithms. Research starts from the conventional feature selection supervised to semi-

supervised in between unsupervised feature selection for various types of features, namely 

structured and unstructured features [4].  

In the dataset, some of the information on the features or variables may be redundant and 

it does not directly affect the prediction accuracy. The inclusion of all the attributes under 

such conditions does not lead to the gain of any desired outcomes. One method to reduce the 

cost and data processing is to devise methods that can identify more relevant data from the 

existing data. In data mining, this can be achieved by using feature selection tools. The 

feature selection models are convenient for detecting and eliminating the irrelevant features 

from the dataset [5]. 

Feature selection in predictive analytics can be defined as the process of identifying the 

essential variables. The usefulness of such methods is that they can progress the forecasting 

accuracy.As a result, the analyst could explain the outcome of the model easily. It also attains 

the cost reduction aspect by minimizing the count of features, which is necessary to gather. 

The process of removing independent features that are correlated with each other and 

ensuring the independent features highly correlated with dependent one is known as feature 

selection [6, 7].  

There are several benefits in the analytical process of employing feature selection 

inclusion. The foremost one is less memory space requirement and less computational time 

than the full feature set since it focuses on feature subset instead of building the model with 

the entire feature set. The features selected from the set of features will improve yield 

prediction. In this context, the advantage of the feature selection algorithm turns out to be 

useful [7]. 
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1.1.Motivation 

The motivation behind the feature selection is the curse of dimensionality in dataset. It is 

difficult to predict unseen data by a set of rules that contains a limited number of training 

samples. A set of rules were set to predict classes based on the given training samplesIt was 

observed that the more features that were studied, required a broader rule set to be framed to 

reduce the noise. The process becomes worse when the number of features experiences an 

exponential increase in the hypothesis space from a linear pattern. Feature selection 

effectively reduces the hypothesis space by deleting redundant and irrelevant variables. 

Conversely, it has also been observed that when the hypothesis space is smaller, the correct 

hypothesis can then be easily found. The number of required training instances also gets 

significantly reduced when the dimensionality is lowered as a result of using a smaller sample 

from the entire population.  

1.2. Contribution 

The main contribution of the research are 

 Redundant features can be considered as an irrelevant feature and were not considered 

for further processing. It was noted that the removal of irrelevant features did not 

affect learning performance. If a data set with n features were considered, the 

optimum application of the feature selection will give m relevant features and in all 

the cases.  

 Informative features and it is further useful to feature set reduction, data reduction, 

data understanding, and performance improvement. Evaluation measures, models, and 

the search strategy were the crucial factors that are to be considered for feature 

selection. 

The remainder of the article is organized as follows: recent works in feature selection is 

discussed in Section 2, the proposed feature section scheme is discussed in Section 3, 

acquired results are discussed in Section 4 and the article is concluded in Section 5. 

2. Related Works 

The feature selection approach is used to remove some irrelevant features in many 

applications, where the dataset has some irrelevant features and mainly focuses on finding the 

relevant features. Theoretically, more features provide better results, but in reality, more 
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features will fall off the learning process and redundant features may confuse the learning 

algorithm [8]. In statistical pattern recognition research, feature selection is an active and 

successful research field. Also, its robustness keeps more research on machine learning [9].  

Feature selection theoretically and experimentally proves itself by improving learning 

efficiency, reducing result complexity, and increasing predictive accuracy. Feature selection 

approaches are categorized into three major typical models called filter, wrapper, and 

embedded approaches [10, 11]. The types of feature selection algorithms applied in this 

research work are classified. The wrapper approach is used to select feature subsets and the 

algorithms following this approach are computationally expensive if there are more features. 

Feature subset selection is independent of any learning algorithm in the filter approach [12]. 

 Supervised and unsupervised feature selection approaches are used to select features 

from the dataset. The embedded or hybrid approach takes advantage of both supervised and 

unsupervised approaches. In an embedded approach, the feature selection is combined with 

the model-building to improve the learning performance [13]. Here, the feature selection has 

to be done in each branching node. Feature selection has attained success in many 

applications such as text categorization, image retrieval, genomic microarray analysis, and 

intrusion detection. There are various types and approaches of feature selection in crop yield 

prediction [14, 15]. 

The prominent feature selection algorithms namely forward feature selection algorithm 

(FFSS) [16], correlation-based feature selection algorithm (CBFS) [17], random forest 

variable Importance (RFVI) [18], and Variance inflation factor (VIF) [19] are reviewed. In 

these algorithms some of the significant features are missed due to lack of selection. By 

considering the drawback, a hybrid approach is framed that is Correlation based Sequential 

Forward Feature Selection (CSFFS). 

3. Proposed Methodology: Hybridized Wrapper based Approach 

3.1 Data Collection 

Features or parameters or attributes that have been used in this research were the 

factors of the production of agricultural products. The agricultural production depends on 

these factors. The changes in these factors will have a meaningful impact on the selected 

areas yearly agricultural outcome. The attributes or parameters are mainly depended on the 

availability of the data. Two different sets of statistical data that were used for the study 
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where the statistical and agricultural data for paddy production and its weather data for the 

respective years. The collected two data sets were combined into a single data set. Table 1 

describes the dataset. 

Feature_ID Data  Type Feature Type Category Type Explanation 

CL Integer Predictor Continuous Length of canal that is 

utilized for irrigation in 

meters 

TW Integer Predictor Continuous Whole count of tube 

wells utilized for 

irrigation 

TK Integer Predictor Continuous Whole count of canal 

utilized for irrigation 

OW Integer Predictor Continuous Whole count of open 

wells utilized for 

irrigation 

AH Integer Predictor Continuous Land area utilized for 

the purpose of 

cultivation 

KF Numeric Predictor Continuous Quantity of potash 

utilized for cultivation 

NF Numeric Predictor Continuous Quantity of nitrogen 

utilized for cultivation 

PF Numeric Predictor Continuous Quantity of phosphate 

utilized for cultivation 

SD Numeric Predictor Continuous Quantity of seeds 

utilized for cultivation 

in kilogram 

Rain Numeric Predictor Continuous Average amount of 

rainfall for the year in 

mm 

AT Numeric Predictor Continuous Average temperature in 

mean for a year 
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Tmax Numeric Predictor Continuous Average of maximum 

temperature registered 

in a year 

Tmin Numeric Predictor Continuous Average of minimum 

temperature registered 

in a year 

SR Numeric Predictor Continuous Average of gathered 

radiation in a year 

PD Integer Response/Target Continuous Whole production of 

the year in ton 

3.2. Pre-Processing 

Pre-processing converts all data into one type of unit system, finding missing values 

or entries, formatting entries, eliminating unnecessary values along with and cleaning were 

included since the data were not in the standard format. Unnecessary entries in the collected 

data were also filtered out during this process and the data needed to be converted into the 

same units of measurement from multiple formats. After getting through all the screening and 

cleaning processes, the data needed to be formatted and the CSV file was used in the model. 

3.3. Feature Selection: Correlation based Sequential Forward Feature Selection 

(CSFFS) 

Some heuristic search procedure is applied in the CSFFS algorithm to find an 

appropriate subset. The feature is useful if it is relevant to the class and is not redundant to 

any other relevant features. Two variable correlations were measured by using this algorithm. 

The filter approach is a multivariate one. Subsets of the feature are ranked based on their 

heuristic function. The evaluation function is designed toward subsets with attributes that are 

substantially associated with the class but unrelated to one another. Since they have a low 

association with the class, irrelevant characteristics are deleted. Traits that are significantly 

associated with one or more of the rest of the features are filtered out as well. A feature's 

worth will be determined by how well it forecasts classes in portions of the instance space 

where other features haven't yet predicted them. The score is calculated by using equation 1. 

𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑆𝑐𝑜𝑟𝑒 =
𝐹𝐶𝑎𝑣𝑔     𝑐𝑓

 𝐹𝐶 + 𝐹𝐶(𝐹𝐶 − 1)𝑎𝑣𝑔     𝑓𝑓
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where FC is the subset's feature count, 𝑎𝑣𝑔     𝑐𝑓  is the average correlation among every feature 

in S and the output variable C, and 𝑎𝑣𝑔     𝑓𝑓  is the average feature-to-feature pair-wise 

correlation among the features in S.The pair-wise feature correlation matrix is computed 

using m((n 2 n)/2) operations, where m is the count of occurrences and n is the starting count 

of features. The CSFFS approach has an O(2n) time complexity, where n is the count of 

features. 

The collected agricultural data relevant to the current research were cleaned and 

subjected to the CSFFS algorithm. The CSFFS algorithm generates the correlation matrix and 

contains a correlation value between all the independent and dependent variables. After the 

matrix generation, it follows some evaluation function to calculate the score of each feature 

subset. It arranges the score in ascending order. The feature subset with the highest score was 

selected as the best subset and the features in the subset were considered necessary for better 

paddy crop yield prediction. In this research, by applying CSFFS, the feature subset {AH, 

OW, TK, Tmax, NF, PF, KF, SD} gave the highest score for the dependent feature PD. So, 

this feature subset was considered as the best subset and it was applied for further evaluation. 

features are reached. The SFFS algorithm is based on the Akaike Information Criterion (AIC) 

value for feature selection. The time complexity of the algorithm is O(n) for SFFS. The 

procedure for the CSFFS is given below. 

Algorithm 1. Correlation based Sequential Forward Feature Selection (CSFFS) 

F:={F1, F2, F3,…., Fn} 

Feature space correlation matrix generation 

Estimation of feature score 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑆𝑐𝑜𝑟𝑒 =
𝐹𝐶𝑎𝑣𝑔      𝑐𝑓

 𝐹𝐶+𝐹𝐶(𝐹𝐶−1)𝑎𝑣𝑔      𝑓𝑓
 

Arranging features based on feature score 

Estimation of AIC value for every feature  

If Fi:=minimum AIC value then Fsubset={ Fi }Repeat 

{ 

i:=1 

Estimation of AIC value for every feature subset 

I=i+1 

} 

Feature subset return 
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In this procedure, the AIC value for feature selection is used to select features. 

Initially, it starts with the null set. The subsequent iterations keep on adding the new features 

until there is no further improvement in the prediction accuracy. Variable selection 

procedures generate variable subsets iteratively and evaluate the generated subset until a 

stopping criterion is met. The selection process is done by subset generation, subset 

evaluation, and stopping criteria. The feature subset selected by SFFS met the lowest AIC 

value. As the AIC value increases, the selection procedure was terminated, while adding one 

more feature on this set.  

3.4. Classification using ANN 

The use of artificial neural networks for data-driven learning was motivated by the 

discovery that human brains are very efficient at processing large quantities of input data 

from different sources. Neurons in the brain receive signals from other neurons, process 

them, and combine them into an output that is again passed on to other neurons. Like the 

brain, artificial neural networks (ANNs) are interconnected architectures of simple processing 

elements called nodes or neurons. ANNs, in their simplest form, can be regarded as data 

transformers, with the objective to relate elements in one set (input features) with elements in 

another set (output feature) [20, 21].  

Neural networks involve backpropagation that encourages networks to change their 

invisible neuron layers in scenarios where the result does not conform the expected outcome. 

A multi-layer network’s input layer select distinct feature before it is able to understand the 

process. By analyzing a significant number of input and output cases, ANN models discover 

associations to build a rule Complex relations can be modeled using Artificial Neural 

Networks (ANNs) since their potential to deal with numerous inputs and correlations is well 

established.  

The model’s accuracy was increased through feeding and testing different blends of 

inputs to the ANN models. Researchers used ANN models to predict weather systems by 

developing ensemble models. The ANN, widely used in yield predictions by the development 

of empirically-based agricultural models. Figure. 1 depicts the schematic of ANN with input, 

hidden and output layers. 
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Figure 1. Schematic Representation of ANN 

4. Result and Discussion 

The implementation of the proposed scheme is done using Java with 4GB RAM and the 

performance investigation is given as follows, 

4.1 Feature Selection 

This research work analyses the agricultural data set with four existing feature 

selection algorithms, namely forward feature selection algorithm (FFSS) [16], correlation-

based feature selection algorithm (CBFS) [17], random forest variable Importance (RFVI) 

[18], Variance inflation factor (VIF) [19] and the proposed CSFFS. By applying the different 

feature selection algorithms, different feature subsets are selected. The resultant feature 

subsets are shown in Table 2. 

Table 2. Feature Selection by diverse Feature Selection Approaches 

Feature_ID Feature Selection Algorithm 

SFFS CBFS RFVI VIF CSFFS 

AH Yes Yes Yes Yes Yes 

CL Yes Yes - Yes Yes 

TK Yes Yes Yes Yes Yes 

Classification 
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TW - Yes - Yes - 

OW Yes Yes Yes Yes Yes 

SD - - - Yes - 

Rain - - - Yes - 

AT - Yes - Yes - 

Tmin Yes - - Yes Yes 

Tmax - Yes - Yes Yes 

SR - Yes Yes Yes - 

NF Yes - Yes Yes Yes 

PF Yes - Yes - - 

KF Yes - Yes - - 

PD - - - - - 

 Every feature selection algorithm selected the best feature subset based on its unique 

selection procedure. The SFFS follows the AIC and feature score of each feature subset was 

considered for selecting features. In this procedure, once the feature selected as the best 

feature, the same features, along with other combinations, were calculated by following the 

iteration. Therefore, even if other combinations gave a better subset, it was not considered the 

best subset.  

In CBFS, the features which had the highest correlations with dependent features 

produced the highest score and selected as the best feature subset. When the interaction 

among the features is strong, CBFS fails to select some of the relevant features. In VIF, co-

linearity between independent features checked and collinear features filtered out from the 

entire feature set. The remaining features considered as the best features. However, in RFVI, 

each independent feature’s importance concerning the dependent feature was calculated using 

the Gini Index. The redundant features removed from the entire data set to improve 

prediction accuracy. 

In this research work, when AIC was calculated for an empty set, it was found to be –

1566.6. In the subsequent step, each feature’s AIC value was calculated individually and 

compared with each other to find the lowest AIC value feature. The lowest AIC value for AH 

was found to be –2464.22. In the next subsequent step, along with AH, the AIC value of all 

the other two variable feature subsets was calculated and the feature subset {AH, OW} 
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showed the lowest AIC value which was found to be –2517.4. The selection procedure is 

listed in Table 3. 

Table 3. Feature Selection using AIC 

Subset of Feature Rate of AIC Procedure of Feature 

Selection 

{} 1566.6  

{AH} –2464.22 ↓ 

{AH,OW} –2517.4 ↓ 

{AH,OW,TK} -2529.69 ↓ 

{AH,OW,TK,CL} -2533.63 ↓ 

{AH,OW,TK,CL,Tmin} -2534.73 ↓ 

{AH,OW,TK,CL, Tmin,Tmax} -2534.84 Stop 

{AH,OW,TK,CL, Tmin,Tmax,NF} -2534.8 ↑ 

4.2. Classification 

The process of classification is attained with full features and the selected features using 

ANN algorithm. The process of classification accuracy is compared in this section for the 

classification algorithm ANN with CSFFS and ANN without CSFFS. Classification accuracy 

is the accurate prediction of crop yield. The outcome of algorithms are given in Table 4 and 

the graphical illustration is given in Figure 2. 

Table 4. Classification Accuracy with CSFFS and without CSFFS 

Iteration ANN without CSFFS ANN with CSFFS 

50 79 86 

100 80 87 

150 81 89 

200 83 90 

250 85 92 
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Figure 2. Comparison of Classification Accuracy 

The performance of the classification accuracy is noted for diverse iterations and from the 

observation it is identified that the proposed approach is highly effective with feature 

selection scheme that attains 92% classification accuracy. 

5. Conclusion 

The current research used different types of feature selection models, which are most relevant 

for the yield prediction. The selection criteria for every feature selection algorithm were 

explained in detail and analyzed. These algorithms were used to identify the best feature 

subsets from the original agricultural data for the further analysis of the machine learning 

algorithms and regression models used to calculate the crop yield prediction.A range of 

production characteristics and algorithms are required for a crop yield prediction research. 

Some algorithms are used to find the best feature subset for better prediction, while others are 

used to figure out what to forecast. The suggested Correlation-based Sequential Forward 

Feature Selection (CSFFS) method is compared to current feature selection methods. Crop 

forecast accuracy is improved by using the proposed feature selection method. 
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