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Abstract. A batch arrival non-Markovian queue system in where consumers arrival
are batches in accordance with Poisson process and customer are treated by first-come-
first-served principle. When a customer’s service is completed, he or she has the
choice of requesting reservice for the same service or exiting the mode. Each
customer’s service duration follows a genaral (arbitrary) distribution. In addition, after
completing service, server takes vacation by having probability p or may be remain
with probability 1—p, if any, to serve a subsequent customer. One of the impatient
customers behavior balking, has also been added, indicating that a consumer can
choose whether or not to enter the system. Also, we suppose after every period the
server could not begin to providing service immediately, but rather requires some
startup time before giving service to the first consumer. After discussion of transiant
steady state system we can obtain closed-form system performance measurements.
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1. Introduction

Queue system with various vacation rules has been garnered a lot of attention because
gueueing models have a versatile applications in real world scenarios like production
systems, banking services, computer model and so on. In M/G/1 queue system,
Yechiali Levy (1975) examined the utilization of idle time. Due to the requirement for
some prior work to starting process beforestart of each service period, the server does not
always supply the required service immediately, and this period has been called setup
time, and research in queueing models with setup time hasbecome familiar and intriguing.
Baker (1973) was the first to propose an exponential startup with server vacation polices.
Under modified Bernoulli vacation, Choudhury and Madan(2005) discussed a batch
arrival queue model with two phases and random startup time.

Excessive waiting in any queue can lead to frustration, which is crucial for arrivals and
departures in queueing models. Authors have recently placed their work out there.
Customers conduct such as balking and reneging substantially influenced their interest in
researching their notions on queues. Customers may decide whether or not to buy
something in a real-life scenario. Due of the significant wait, you can either join a
gueue or not; because of long waitingtime or any other condition called balking. Such
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type of customer behavior can be seen in hospitals and emergency services are required,
communication systems, signals in customer service and many more situations. Haight
was the first to study a line with balking (1957). He examined the M/M/1 queue with
balking, in which an arrival would not balk at the longest queue length. Barrer (1957)
looked into impatient clients and how they were served. Later, Ancker et al. (1963)
looked into single server and multiserver queues with balking and reneging. Since then a
considerable work has been done on queue systems with customer impatient behavior.
Hariri et al.(1992), Boots and Tijms(1999), Choi(2001) studied about queues with
impatient customers. Choudhury and Medhi (2010,2011) analyzed the customer behavior
for multiserver queuing models. In most of real situations, customers may demand re-
service, for instance patients in hospital may be required to meet the doctor after some
investigations are taken,in Manufacturing process if the product is found to be faulty
it is sent back for reproduction. Hence, Re-service is an important aspect in queueing
theory which is used in modeling most of the real situations like telecommunication
networks, computer networking, inventory and production etc. Research papers in
gueueing models with re-service are attracted by many authors.

This paper looks into a batch arrival queue model were customers arrive by following
compound Poisson process with batch size, random variable X. Single server
gueueing model by incorporation Bernoulli model server vacation and an exponential
setup time. Also, becomes empty that is when there no customers the server turned off,
called turned off period, in this time the server may be in upstate but switched down, or
it may be on vacation. Server startup refers to the server’s first preparations before
launching the service. Here server shall take a random size of time to setup the server
in order to serving a new consumer.

Definition of Queueing Model
For describe the our model, consider the following

e Let Acidt;i = 1, 2, 3...be the first order probability that of arrival ’i’ customers in
batches in the system during a short period of time (t,t+dt),
©sc;=1,A>0, where 0 <c; <1 is the mean arrival rate of batches.

e A setup time which is random variable followed by exponential distribution
With mean setup time 1/n.

e Single server gives service based on a general distribution with B(v) and density
b(v). Given that the discontinued service time is u, Let p(u)du be the conditional
probability density function of service completion during the distance (u,u+du],

Bi()
1 — B(u)’

pl) =

hence

i
/ pi{ 1) da
hiv) = pu(v)e JO .
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« Let (1 —a1); 0 <a; <1 represent probability that an arriving customer balks
wheneverserver is busy state , (1 —ay); 0 <a, <1 represent the probability that an
arriving customer balks when the server is on vacation.

= Instantly, service is completed the customer can have an option to leave the system
or join the system for demanding reservice, if required. We consider that probability of
repeating the service as r and leaving the system without reservice as (1-r) by considering
the service maybe repeated only once.

= On completing a service, server takes vacation which treated as random variable
havingprobability p (or) may stay back in the system (1 — p) to provide service with
0<p<l1.

= Server vacation time is determined by the density function v(s) and general
(arbitrary) distribution function. Given that the elapsed vacation time is u, Let v(u)du be
the conditional probability of a completion of vacation during interval (u,u+du],
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We have,
B v
C1—=V(u)

5
/ ) du
v(g) =v(sje J0 .

= The queueing system many stochastic processes are believed to be independent of one
another.

()

we have,

2.1. Governing Equations and Definitions
We take,

(i) Pn(u, t) follows Probability that the server is active delivering service at
time °t’, there are n’ (rn > 0) consumers in the queue excluding the one being
serviced, with an elapsed service time of u. As a result, pn(t) specifies the
probability that the server is active providing serviceat time t and that there are 'n’
consumers in the queue exclution of the one being under service irrespective of the
value of u.

(ii) Rn(u, t) represent Probability that at time ’t’ there are & (n > 0) (consumers
in the queue excluding one being repeating the service and the elapsed service time
for this consumer is u. Accordingly Rq(t) represent the probability tRat at time’t’
there are ’n’ (n > 0) customers inthe queue excluding the one being repeating the
service, irrespective of the value of u.

(iii) Vn(u, t) denotes Probability that server is on vacation at time t’, with elapsed
vacation time u, and there are 'n’ (n > 0) customers waiting in the queue for service.
As a result, irrespective of the value of u, V,(t) reflects the probability that there are
n’ customers in the queue and the server is on vacation at time t.

(iv) Dn(t) represent Probability that server is in startup mode at time t, with
n’ (n > 0) customers in the queue.

(v) Q(t) follows Probability that there are no consumers in the system at time ’t’
and serveris idle but accessible.

2.2. Transient state behaviour
Model is regulated by differential-difference equations listed below.

Research Article
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—Pa(u,t) + =Py, ) + (A + pu(w)) Po(u,t) = A1 — ay) Pa(u,t) + Aag Y e;Poi(u,t)in = 1,
at du i=1
(5)

%Rﬂ{ue £+ aif?ﬂ(u,z) + (A+ p(w) R, 1) = AL — a1) Ry, 1) + Aay Y i Rui(u,t)in > 1.

(i
(6)

i=1

%Dﬂm — —(A+m)Dn(t) + M1 — a1)Da(t) + Aay Y €Dl t) + AarenQ(thin = L (7)

i=1

a i, -
Emu,t) + a'ﬁn(u, t) + (A +v(u))Va(u,t) = A1 — as)Vy(f) + Aag Z ciVp—i(u.t)in = 1. (8)

i=1

a i
5V0(u,0) + 5ol 1)+ (A -+ v()Vo(u, 1) = A1 — ag) Vo(u, 1) ©)

£Q(t) = —=AQ(t) + M1 — a)Q(t) + j; N Vol(u, t)v(u)du

+(1—p) {{1 - ) ‘/D.. lPl (e, t)pe(u)du + ‘/.D. .Rl(u,t)p.[-u]du} . (10)

The boundary equations at uw = 0 must be considered when solving the aforementioned
armations.

P.(0,t) = (1-p) { | Bantutuaa+a-n [ 'Pnﬂl:-u,tm-u)csu}

+‘/.:,C Va(u, tir{u)du +nDn(t)in = 1. (11)
0
Rn(0,t) = -r‘fx Pr(u, t)p(u)du;n = 1. (12)
0
ValO,t)=p {(1 —r) ]m P, t},u-{u)du} in = 0. (13)
0

At first Assume that no consumers in system so that, server is idle state.

5(0) = 0; Va(0) = 0; Q(0) = 1; Po(0) = 0; Rn(0) = 0in = 0,1,2, .. (14)
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3. Generating Functions of Quene Size
Probability generating functions are defined as
[= u]
(u,2,1) Z?“ n(u,t); Py(2,t) = Zz‘“ (it (15)
n=(
Ry(u, z,1) Z?”Rn(u t); Ry(z,t) = Zp“}?ﬂu} (16)
n=0
Vy(u, 2,t) Zyﬂv (u,t); Vy(z,t) = Zzﬂvﬂm. (17)
n=>0
= Z cp2™. (18)

n=I1

The above defined probahbility generating functions are convergent in unit circle and Laplace

transform of function is o
— / f(t)e stdt. (19)
0

and using equations from (5) to (10) by considering Laplace Transforms

(%Pn[ufs] + (8 + A+ p(u) Pa(u, ) = M1 — a1) Pa(u, 8) + Aay Z ciPa—i(u,s).  (20)

i=1

%}?ﬂ[-u,sj + (s + A+ p(u))Rn(u,s) = A1 — a1)Bn(u, s) + Aa ; ciln—i(u, s). (21)
(s +A+7)Dnls) = M1 —a1)Da(s) + A1 D _ ciDp—i(u, 5) + Aa1CnQ(s). (22)
i—1
g - - n—1 -
a‘lﬁﬂ[tz,1 s)+(s+AFr(u)Vilu,s) = M1 —aa) Vi (u, 5) + Aag ; ciVa—ilu, ). (23)
Volu, s) + (s + A+ v(u))Volu, s) = A(L — ag)Vp(u, s). (24)

(s+MQ(s) =1+ (1—p) {u —r) ﬁ Py (ut, $)p1 () + ﬁ Ri(u, sm(u)d-u}

-I-‘/.lJc Volu, s)r(u)du + A1 — ay)Q(s). (25)
0
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considering the terminal conditions we get,
Pa(0,5) = (1—p) {(1 =0 [ P+ [ Ry tufsm(u)du}
oo . —
—|—f Valu, siviu)du +nD5(s):n = 1. (26)
0
— oo —
R(0,) =7 f Po(u, s)pu(u)du (27)
0
- oo .
Va(0,8) =p {(1 — rjf Foi1(u, sjﬂ-(u)d-u} i = 0. (28)
0

multiply equation (20) by 2", putting n=1 to co, using PGF defined above, then

%F’qm 2,8) + (s + Aay (1 — C(2)) + p(u)) Py(u, 2, 5) = 0. (29)

Using same methods to equations (21) to (24)

%F’q(u, 2,8) + (s + Aa1(1l — C(2)) + p(u))Rg(u, 2,8) = 0. (30)
(s + Aai(1 — C(2)) + ) Dg(2,8) = Aa1C(2)Q(s). (31)
%ﬂ('ﬂ,zi) + (84 Aas(l — C(2)) + v(u))Vg(u,2,58) = 0. (32)

Given boundary conditions multiply eqn (26)by 2" and taking sum over 1 to oo and using
probahility generating function on them, we have

zpﬂ'([}fz'- q:] = (1 _p] {[1 - ‘i"':| ‘/;x’ Pq('ﬂ,f,Sj}_[-[U)dﬂ"‘ h/:u R@(Uf Z,Sjﬂ-llujldﬂ.}

o
+zf 'i?q(-u,z,sjv(-ujdu + nzﬁq(z, g)+2(1— s@[sj) — Aalz@(sj. (33)
0
Similarly multiply equation(27)by 2", sum over n from 0 to oo
(0,2, 8) = -rf Folu, 2, s)p(uw)du. (34)
0

Multiply equation (28) by 2"l summing over 0 to oo and using the above defined generating
funetion

Wy00.29) =p{(1=7) [ Pyt 2.ty | (35)

Integrating equation(29) from 0 to u yields
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u
—(s+Aay (1-C(z)))u— f pit)dt
o .

Py(u,z,8) = Py(0.2, 58)e (36)

where Pq{lfl_.z'_.sj is given by equation(33). Again integrating equation (36) by parts with
respect to u yields

S L [1=B(s+2a(1 - C(2)) -
Fa(z,5) = Fa(0,2,9) [ G+ rar(l—C0() ] 7)
where -
B[S + Aay |:1 — 0(2)}] — f E_{S+}\.alu _GI{:)))udB(HJ. {38}
0

is LST of the service time B(u). Now multiplying both sides of equation (36) by p(u) and
integrating over u, we get

fx Py(u, 2, s)p(u)du = Py(0, 2, 5)B(s + Aai(1 — C(z))). (39)
0

Integrating equation(30) from 0 to u yields

i
B - —{s+)\u1(1—C(:]J]u—/ ) dt
Ry(u,z, 8) = Fy(0, 2, s)e 0 . (40)
where I_?q([],z',s) is given by equation(34). Again integrating equation (40) by parts with
respect to u vields

_ _ 1— B(s+ Aai1(1 — C(2)]
Ro(2,) = Ry(0, 2, 9) [ e f;l;;{mg? 2 } (41)
where -
Bls+ Aay(1 - C(2))] = f e~ (sHAI=CENNG B(y). (42)
0

LST of the reservice time B{u). Multiplying by p(u) on both sides of equation (40) and
integrating over u, we arrive
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;x; — — -
f Rg(w, 2z, s)p(u)du = Rg(0,2,8)B(s + Aai(1 — C(z))). (43)
0
Similarly integrate equation (32) from 0 to u, we get
u
B - —(s+Aaz(1-C(z)))u— f v(t)dt
Viylu. 2z, 8) =V4(0,2,5)e 0 . (44)
Again Integrating by parts with respect to u equation(44)
_ _ 1—1:_’(9—1-)\&9(1— (2)))
Vylz,8) =V, (0,2, . 45
Q(?-qj f.l‘( _?_G’j|: (9"‘)’.{12(1— j]} ( J}
where -
1?[5 + Aas(1 — C[Z;I}] — / E_l['lH-j"a?“_C{:)”ud‘f[u)_ (45)
0

LST of the vacation time V(u). Multiplying by #(u) both sides of equation(44) and integrating
over 11, we have

fm Vy(u, 2, s)r(u)du = V4(0, 2, s)V (s + Aaz(1 — C(2))). (47)
0

getting from equation (31)

A C ?)(?{9)

Dq(z,8) = (s +hai(l—C(2)+ 1) (48)
Now using (43), (47) and (48) in equation (33) and solving for Pq[[ﬁl,z,s) we get
} [2(1 — sQ(s)] + [ ZHEHYL — xar2Q(s)]
Fa(D,2z.5) = — — : - : = o7 (49)
2 —[(1 —p) + pV[f2(2)][(1 — r)B[f1(z)] + (1 — p)r(B[f1(2)])?]
where
fi(z) = [s + Aa1(1 — C(2))] and fa(2) = [s + Aaa(1l — C(2))]

From equation (49) substituting the value of P,(0. 2, s) in to equations (37),(41) and (45)

{[9(1 — sQ(s))] + [%u - "*“'2'@(”” [l;fﬂ[%ﬁl]

) = T T e - BRI T = pr B

oyt [ oo [2]
W) = S =P + W RN -NBHE + 1 —prBHE)] 0

o,y _ PO QN+ [T —darz@o)] BLAGIBL G [ ]
gh=s i

2= [(1 = p) +pV[fa(2)[(1 = r)BLAi(2)] + (1 — p)r(Blf1(2)])?]
equations (48),(50),(51) and (52) presents the pgf of the system’s wvarious states in the
transient state.
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4. The Steady State Analysis
To derive the probability distribution function the model in steady state define for these steady
state probabilities by Suppress the argument t" whenever it present in transiant state,

Lts08f(8) = Ltr oo f(1). (53)

multiplying both sides of equation (50),(51),(52) by s and applying equation(54) and
simplifying, we get

7 [(Aar +1)2Q[B(Aay(1 - C(2))) — 1]

1
ai(1-Clz])+n

B = T p 7 aatt — CNIT —NBOaI (L —CE) + (1 —pr(BOai(1 - CEDP
Ry(s) = Do [+ 12QB0a — OB~ () — 1] ) } _

2= [(1=p) +pV(Aag(1 — C(2))][(1 — r)B(Aa1 (1 — C(2))) + (1 — p)r(B(Aas (1 — C;iﬁ;;}J]
vy (2) ar=t [Oan +1QBOm(1 -~ CEIY Qa1 ~ O —1)
2= [(1=p) +pV (Aag(1 = C(2)][(1 — r)B(Aa1(1 — C(2))) + (1 — p)r(B(Aax (1 - C('%J}}J}Q]

Dalz) = Aa,(iaioég; Ty (57)
By using condition for normalizing we able to get find Q

Py(1) + Ry(1) + Vy(1) 4+ Dy(1) + Q = 1. (58)

Py(1) — Aai(Aar + ndj:nQE(f)E(s;_ (59)

Ry(1) = A Aaq +;}3QE{I]E(S}- (60)

V(1) = p(1 — ?"JMl(MId;L mOEDEWV) (61)

DV (1) = 1@ (62)
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dr = {1 — M1 —r)ai E(I)(E(S) — pAas(1 — r)E(V)] — 2(1 — p)raas E(DE(S)}.  (63)
1 {1—Au—ﬂmEHHEw}qu@U—ﬂEWj—MI—mMmEHEmﬂ} (64

Q= 1+ 3‘_$L L+ Ap(l —r)(ar —a2) E{T)E(V) + 2rpAa1 E(I)E(S)

and p represent utilization factor of the system is obtained by p= 1-Q
so that p < 1 satisfies the stability condition for which existence of steady state . From
eqn(64),Substitute Q in equs (54), (55), (56) and (57) F,(z), By(z),V4(z) and the probabil-
ity generating funection of queue length Dgy(2) has been explicitly determined.

Let P(z) represents the probability generating funection of queue length irrespective of state
of the system. Adding the equation (55),(56), (57) and (58) we obtain,

P(2) = Py(2) + Ryl(z) + Vy(2) + Dy(2). (65)

Defining W(2) as follows

Wylz2) = Fy(z) + Rg(z) + Vy(2). (66)
Let L, express the Avarage number of customers in the queue
d .
L,= EP(z‘) lz—1 - (67)
. d__ d
(i.€)Lq = Eﬂ-q{z} |z=1 +£Dq(z'] |z=1 - (68)

Hence, if z=1 then W,(1) is indefinite of 0/0 form, applying L-Hospitals rule two times then
we write as Wy(z) = % and equation (68) becomes

L _ D'(1)N"(1) — N'(1)D"(1)
q = Q[D’[l}]g

A +ﬁ}

FAE(DarQ [ - (69)

where notations primes, double primes in above equation (69) represent the first and second
derivative at z=1 respectively, we have
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N1y = (Aaqy + )Aa E(J)Q{{(1 + r)E(S) +p(l —r)E(V)}. (70)
N7(1) = (Aay + 7)Q {(Aa  E(T)?[(1 + r)E(S?) + 2(1 — rpE(S)E(V) + r(E(S))?)
+2(1 + )M E(DE(S) + 2(1 — r) e E(NE(V) + p(1l — )X al(E{)PE(VY)
+Aar E(I(T — 1)[(1 + ) E(S)+ (1 —r)pE(V)] }. (71)
D1y =5{1 — A(1l — rya1 E(IN(E(S) — pAaz(1l — ) E(V)] — 2(1 — plrAa 1 E(1E(S)}. (72)

D"(1) = n{(Aar1 E(D))?E(S?)[(1 —r) + 2(1 — p)r] + 201 — p)r(Aa1 E(I))*(E(5))?
+A2E(I)) ajasp(l — ) E(S)VE(V) + (Aas B (1))2p(1 — r)E (V)

A1 E(I(T — 1)L —r)+2(1 — pir]E(S) +p{l —r)E(V)}}

— 22 E (I {1 — A1 —ryar E(N(E(S) — pAas(l — ) E(V)] —2(1 — pir2Aal E(NE(S)} . (7T3)
With help of Little’s formula as following we can get average waiting time.

. L .

Wy = Tﬂ (T4)

5. Conclusion

We analyzed a batch arrival non-markovian queueing system by considering both
server and customers related aspects like server setup time, vacation policy and on the
customer impatience form balking. Both transient and steady state solution an
obtained for the model accompanied with queue characteristics.
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