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Abstract: In this paper, strategies for deciding on the need to migrate and find suitable hosts as the destination of migration are 
presented. The proposed algorithm, using time series prediction method and double smooth development technique (DES), 
predicts the processor efficiency in the future and also proposes the optimal relationship for the dynamic low threshold. The 
algorithm identifies and categorizes under-Loadandover-load hosts by comparing current and predicted CPU productivity with 
dynamic high and low thresholds, and based on this classification, migration takes place from hosts that qualify for migration. 
This article identifies a type of host as a troublesome host that most likely disrupts the predictive and decision-making process. 
In the face of these types of hosts, the algorithm implements policies to modify or put them to sleep. To find suitable hosts as 
an immigration destination, all over-load, over-load, low-load, and under-Loadhosts are removed from the list of suitable 
destinations. Improvements of 86.2%, 28.4% and 87.2% on average and in the criteria of the number of migrations of virtual 
machines, energy consumption and the rate of SLA violations, respectively, are the achievements of this article. 

 

Keywords: Cloud computing, virtual machine, live migration, dynamic integration, service level agreement, energy 
consumption 

___________________________________________________________________________ 
1. Introduction  

Cloud computing is a model that provides access to infrastructure including a set of configurable computing 

resources such as servers, storage, applications, services, etc. through existing communication platforms such as 

the network and the Internet, in an easy, fast, on-demand and compliant manner. Provides quality service to 

applicants. IaaS, PaaS and SaaS are the three main types of cloud computing services [1, 2]. At IaaS, data centre 

infrastructure, servers, storage space, and hardware policies are typically provided, independent of location and 
geographic constraints, and under computer networks, and organizations are involved in maintaining and 

upgrading equipment instead of purchasing IT infrastructure. Are provided using cloud computing based on their 

needs [3, 4]. 

In recent years, due to the increasing use of cloud computing services and following the welcome of 

customers to these services, cloud computing service providers have increased the number and volume of data 

centres greedy to consume more energy [5], this issue is very costly. Heavy operations have followed. The 

service quality assurance set out in the SLA, which is regulated between customers and providers, is essential for 

the cloud computing environment; Therefore, cloud service providers tend to strike a balance between energy 

and efficiency, and in order to reduce operating costs, they must reduce energy consumption to the extent that it 

does not disrupt or reduce the quality of service [3]. 

Most of the energy loss occurs in the hardware infrastructure of cloud computing data centres. Research has 
shown that the power consumption of hardware equipment when idle is about the same as their power 

consumption at peak times, and not fully utilizing them, will lead to a lot of energy loss [6]. Indeed, the Forrester 

research group has stated that when a server is idle 70% of its time, it uses up to 30% of its peak power [7]; 

Therefore, in cloud computing data centres, the use of equipment while their productivity is low is the main 

reason for energy loss [6]. 

Virtualization is a key feature and mainstay of cloud computing that allows multiple virtual machines to be 

deployed on a single host, as well as the migration of virtual machines [8]. The problem of optimally integrating 

virtual machines using virtualization technology is an effective approach to achieving energy efficient cloud 

computing data centres [9-11], as it allows virtual machines to be used when host performance is low. The 

existing ones should be migrated to other suitable hosts and the hosted ones should be put to sleep [5]. 

Live virtual machine migration is used to transfer a virtual machine without suspension and with a minimum 

downtime; However, any migration of the virtual machine will be accompanied by some reduction in the degree 
of efficiency and consequent possible violation of the SLA [12]; On the other hand, unnecessary migration of the 

virtual machine will lead to additional management costs (such as reconfiguration of the virtual machine, 

creation and destruction of the virtual machine, etc.) which will lead to additional energy consumption [13]; 

Therefore, in order to reduce SLA violations and reduce energy consumption, unnecessary virtual machine 

migrations should be avoided as much as possible and the number of migrations should be minimized. This 

article focuses on the issue of dynamic integration of virtual machines in cloud computing data centres as a 

solution to address these issues and problems, and in this regard, the following solutions are briefly presented: 
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• Propose efficient relationships to calculate dynamic low thresholds and provide a way to find low-end hosts 

and categorize them. 

Decide on the need to migrate hosts using a comparison of predicted and current processor productivity with 

dynamic high and low thresholds, and identify and categorize over-load and under-Loadhosts. 

• Identify a type of host as a troublesome host and implement policies to modify or put them to sleep. 

• Provide a way to find suitable destination hosts by removing hosts in all categories. 

In the continuation of this paper, the previous works are examined in section 2, in section 3, the proposed 

algorithm is described. Section 4 demonstrates the feasibility of the proposed algorithm using the Cloudsim tool, 

and finally Section 5 examines the conclusions and future work.  
2.Significance of The Study  

Nowadays, the extension of computational powers using external resources has become common. In order to 

improve performance of applications running inside a computer, an architecture that allows computers to utilize 

computational resources to the maximum extent and minimizes the resource consumption is necessary. Thus, an 

architecture based on virtual machine migration is expected to improve performance of virtual machines by 

adapting the virtual machine onto a computing resource that is the most comfortable for the computational work 

running on the virtual machine. In order to adapt virtual machines onto available computing resources, a 

methodology for selecting a proper hypervisor with necessary computing resources. [1] 

becomes necessary. As was mentioned previously, several resources that affect computing performance are 

CPU, memory, and device I/O. There are various I/O devices in a computer, but the two prominent examples are 

disk I/O and network I/O. By observing the utilization of these resources and migrating virtual machines to a 

hypervisor that satisfies resource requirements, the performance of virtual machines is expected to improve. The 

architecture utilizes live migration of virtual machines for dynamically changing the hosting hypervisor to an 

appropriate one. Hypervisors are computers that host virtual machines, and since they are also computers running 

hypervisor OSes, each hypervisor would have different computing resources. Moreover, since a single 

hypervisor can host multiple virtual machines, a hypervisor with the greatest computing resources may not 

always be the most effective hypervisor to run the virtual machine on. Thus, in order to introduce the architecture 

proposed in the thesis, a method for evaluating available computing resources is necessary. In addition to 

evaluating computing resources, the cost of performing live migrations must also be considered. Performing live 

migration of virtual machines will transfer memory contents of the virtual machine to a remote hypervisor, 

consuming resources and network bandwidth. The migration procedure typically takes a few seconds up to a few 

minutes on modern PC-class hardware, depending on available network bandwidth. Even if other hypervisors 

have better computing resources, if the cost of migration is too high, sometimes it may be better not to migrate 

the virtual machine. Therefore, a strategy is necessary for maximizing the use of computing resources available 

to virtual machines.[1] 

3.Review of Related Studies 

In [14], the authors used the standard genetic algorithm (GA) to solve the integration problem, and examined 

the energy consumed by physical machines and interconnection networks in data centres and found that their 
methods were better than FFD [15]. But in FFD, the computation time is shorter than their method. 

The authors in [11] presented the policies of MU, MMT, MC and RC for the issue of choosing a virtual 

machine. They proposed MAD and IQR methods to find the dynamic high threshold. In their work, a host is 

considered to be a productive host if its current processor efficiency is greater than the dynamic high threshold. 

The authors in [16] proposed a hybrid genetic algorithm (HGA) to solve the integration problem, in which to 

rapidly improve solutions, from a local optimization procedure and to gradually eliminate the violations of the 

conditions in the impossible solutions and turn an impossible solution into a Possible solution, they used a 

correction procedure of impossible solutions. They found that HGA converged faster than GA, and showed 

significantly better results in terms of efficiency and productivity. 

The authors in [17], in order to create an optimal mapping between a set of hosts and virtual machines, 

divided the whole community into a number of families and performed genetic operations on these families in 
parallel, thus the family genetic algorithm, which is a model of parallel genetic algorithm. ; Presented. They used 

a self-regulating mutation operator to prevent untimely convergence of individuals in the community. 

In [18], the authors used the k-nearest neighbour regression prediction method proposed in [19] to predict 

resource productivity. They solved the integration problem by using current resource productivity and predicting 

future productivity. 

The authors in [6] proposed policies for determining low-cost hosts as well as policies for the placement of 

migratory virtual machines in which they used a multi-criteria decision-making method. They also introduced a 

new and comprehensive resource management routine for cloud resources called EO, which provides a 

comprehensive overview of resource management routines. 

Using time series prediction and moving average techniques, simple smooth and double smooth development, 

and using high dynamic thresholds, the authors proposed an algorithm for deciding whether to migrate and find 
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suitable destination hosts. In their algorithm, it is recognized as a high-performance host whose current and 

predicted CPU efficiency is greater than the upper threshold. 

In [20], the authors changed the ant colony algorithm to the main algorithm in the sections of pheromone 

upgrade, pheromone definition, and pheromone aggregation, so that it is suitable for multi-purpose use and for 

allocating resources to virtual machines with the goal of reducing consumption. They used energy and reduced 

resource waste. The results show that this algorithm performs better than GA in both respects. 

The authors in [13] introduced two new policies, MP and MCC. The first policy operates using the degree of 

satisfaction with resources and CPU efficiency, and selects virtual machines for migration using dynamic upper 

and lower thresholds. The second policy operates using the correlation coefficient and finds the appropriate 

destination host. 
 

4.Proposed algorithm 

According to [21], the problem of dynamic integration of virtual machines in cloud computing data centers is 

divided into the following three parts: 

• Decide on the need to migrate from the hosts 

• Choose a virtual machine for migration 

• Find the right destination hosts 

The first and third parts of the integration problem are answered using the proposed algorithm. To address the 

virtual machine selection problem, as in [12], the minimum productivity (MU) policy presented in [11] is used. 
This policy selects the virtual machine with the least CPU efficiency from the virtual machines on a host. The 

following is a description of how the proposed algorithm responds to the first and third sections of the virtual 

machine integration problem. 

4-1- Deciding on the need to migrate from the hosts 

In the proposed algorithm, in order to decide on the need to migrate from the hosts, the current processor 

efficiency is not the sole criterion; Similarly [12], the history of CPU productivity has been used in recent times 

and by using the time series method and DES technique, CPU productivity is predicted in the near future. Further 

explanation of the prediction method is given in [22-24]. Unlike [12], which uses only the dynamic upper 

threshold limit, this algorithm also uses the dynamic low threshold limit. By comparing the predicted and current 

processor productivity with the dynamic upper and lower thresholds, the status of each host is determined and the 
hosts are categorized, using this classification to decide whether migration is needed. In the following, the 

proposed algorithm is given. 
Fig.1. Proposed algorithm: Decide on the need to migrate from under-load hosts to over-load hosts 

 

 

 

 

 

 

 

 

 

 

 

 

This algorithm receives a host as input and decides to migrate the host by examining its status. As in [12], the 

upper threshold is calculated by the method presented in [11] (Step 4), which according to [11], the value of the 

parameter S1 is considered equal to 2.5. To calculate the dynamic low threshold, inspired by the high threshold 

method presented in [11] and using the absolute mean deviation (MAD) method, Equation (1) has been proposed 

and used (Step 5). It should be noted that the MAD method is also suggested in [11]. In relation (1), the value of 

S2 has been considered experimentally and by performing several experiments, equal to the value of 2.5. 
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LowerThreshold = 0.3 + s2 × MAD (1)  

Numerous experiments have identified a type of host that is prone to adverse conditions. In this article, such hosts 

are called troublesome hosts. Step 6 of the proposed algorithm, to prevent the occurrence of adverse conditions 

and improve the results, according to the status of the hosts, by applying policies, identifies the troublesome hosts, 

modifies or dissolves them. 

The first type of troublesome hosts are hosts whose MAD is greater than 0.065 (this number has been obtained 

experimentally). Due to the fact that MAD indicates the power of the deviation of the host processor, during the 

experiments, it was found that when the value of MAD exceeds 0.065, the deviations of the processor increase and 

the accuracy of the algorithm in predicting the efficiency of the processor decreases. On the other hand, with 

increasing MAD, the accuracy of calculating the dynamic upper and lower thresholds decreases; In such a way 

that a host with a normal load, high or low load may be considered and lead to unnecessary migrations; Or a high 

or low load host is considered to be a normal load host, causing the SLA to breach. It should be noted that the 

larger the MAD, the smaller the upper threshold, and thus the CPU efficiency is not used optimally. 11]. In the 

proposed algorithm to prevent possible problems in this type of troublesome host, the low threshold is set to 0.9. 

With this technique, these types of hosts are most likely to be overloaded, and all the virtual machines on them are 

transferred to the appropriate hosts, then the idle hosts are put to sleep. 

During various experiments and experimentally, the second type of troublesome hosts with MAD less than 0.065 

were identified. In this case, if the upper threshold is less than 0.85, the high threshold is considered to be 0.9 due 

to incorrect detection of high-performance hosts and improper use of their capacity. On the other hand, if the 

lower threshold is greater than 0.35, the lower threshold is considered to be 0.3 due to misdiagnosis of sparse 

hosts and increased unnecessary migration. 

Unlike [12] which uses two flags, in the proposed algorithm, four flags are used. The fact that each of the flags of 

flagFO, flagPO, flagFU and flagPU is true indicates the probability that the host will be overloaded in the near 

future, that the host will be overloaded at present, that the host will probably be overloaded in the near future, and 

that the host will be underloaded at present. In this algorithm, flagPO becomes True (CPU 7) if the current 

processor output is higher than the threshold (Step 7). If the current CPU output is below the low threshold, 

flagPU becomes True (Step 8). 

As in [12], the length of the data array is assumed to be 10, meaning that at least 10 pieces of CPU productivity 

history data are required to predict whether a host is high or low; If this value is less than 10 and flagPO is equal 

to True, that host will be included in the OverUtilizedHosts list and the algorithm will terminate; Otherwise, the 

algorithm continues and takes its next steps (Step 9). 

Using the DES method, CPU efficiency is predicted in the near future (step 10) and by comparing the value with 

the dynamic upper and lower thresholds, the flagFO and flagFU values are adjusted (steps 11 and 12). In [12], in 

order to classify prolific hosts, 3 categories are considered; In the proposed algorithm, in addition to the previous 

3 categories, three other categories have been added to categorize low-frequency hosts, and thus, high-frequency 

and low-frequency hosts are classified into 6 different categories. The following is a description of each category: 

The first category: flagFO is equal to False and flagPO is equal to True; In this case, the host is already 

productive, but it is predicted that it will not be productive in the near future. In this case, the desired host is added 

to the list of currently overloaded hosts (currentOverUtilizedHosts), but because it is predicted that this host will 

not be fruitful in the future and in order to reduce unnecessary migration, virtual machines will not migrate from 

this host (step 13).  

The second category: flagFO is equal to True and flagPO is equal to False; In this case, the host is not fertile at the 

moment but it is predicted that it will be fertile in the near future. In this case, the target host is added to the list of 

predicted over-utilized hosts (predictedOverUtilizedHosts), but virtual machines do not migrate from these hosts 

because they are not currently loaded (Step 14). 

Third category: flagFO and flagPO are both equal to True; In this case, the host is already productive and is 

expected to be productive in the near future. In this case, the host is added to the list of overUtilized hosts 

(overUtilizedHosts) and in order to reduce the load of these hosts, a number of virtual machines on them are 

selected and migrated (Step 15). 

Fourth Category: flagFU is False and flagPU is True; In this case, the host is currently low, but it is predicted that 

it will not be low in the near future. In this case, the desired host is added to the list of current hosts 

(currentUnderUtilizedHosts), but because it is predicted that this machine will not be used in the future and in 

order to reduce unnecessary migration, virtual machines will not migrate from this host (step 16). 
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Fifth category: flagFU is equal to True and flagPU is equal to False; In this case, the host is not currently low, but 

it is predicted that it will be low in the near future. In this case, the desired host is added to the list of predicted 

underused hosts in the future (predictedUnderUtilizedHosts), but virtual machines do not migrate from these hosts 

because they are not currently scarce (Step 17). 

Sixth category: flagFU and flagPU are both True; In this case, the host is currently low and it is predicted that it 

will remain low in the near future. The host conditions are then added to the list of underUtilized hosts, and to 

reduce power consumption, all the virtual machines on this host are migrated from them, then the idle hosts are 

put to sleep (step 18). 

In the categories performed, migration is required only for hosts in the third and sixth categories. Hosts in the third 

category are considered to be highly productive, and in order to normalize their load and place their CPU 

efficiency below the upper limit, one or more virtual machines are migrated from them. Hosts in the sixth 

category are definitely considered to be sparse, and all virtual machines on them are migrated to hosts that qualify 

as migrating destinations, and if all virtual machines located on the source host succeed, The host is put to sleep 

due to unemployment. 

It should be noted that, as noted in [12], due to the mechanism for finding sparse hosts in [12], it is possible that at 

peak times, when the productivity of all hosts is at a high level, the hosts that Hosts, on the other hand, are less 

productive, have been identified as lesser hosts, and virtual machines have been migrated to other hosts; And this 

increases the number of unnecessary migrations. In the proposed algorithm, as mentioned earlier, this problem is 

solved by using a dynamic low threshold and a suitable method for finding under-Loadhosts. 

4-2- Finding suitable destination hosts 

To find suitable destination hosts for migration, a number of hosts that are not suitable for the migration 

destination will be removed from the list of suitable hosts as the migration destination. In this article, 6 different 

categories are considered for high and low load hosts. In [12], only the first three categories of the mentioned 

category are removed from the list of suitable destination hosts. In this article, in addition to the first three 

categories, the second three categories that contain sparse or prone to sparse hosts are also removed from the list 

of suitable destination hosts. They can have a significant impact on reducing data centre power consumption and 

prevent . Unlike [12], which tries to choose the destination of migration from low-load hosts and hosts with 

normal load, in this article, we try to select only the hosts as migration destination that have normal load. With the 

adopted policy, the choice of destination hosts has been optimized and as a result, unnecessary migrations have 

been eliminated and the amount of energy consumption has been significantly reduced. 

5. Performance analysis  

In this paper, Cloudsim 3.0.3 tool has been selected as the simulation platform. Further explanation of this tool 

is given in [25-27]. In order to evaluate the performance of the proposed algorithm, comparisons between this 

algorithm and the MAD-MU algorithm presented in [11] and the proposed algorithm in [12] have been performed 

in terms of different criteria and the results of the comparison of these algorithms have been analyzed. 

The MAD-MU algorithm, hereinafter referred to as MM in this article, has been implemented in the Cloudsim 

tool by the authors [11]. This algorithm uses the MU policy to select the virtual machine for migration and the 

MAD method to calculate the dynamic high threshold. The algorithm presented in [12], hereinafter referred to as 

MMD (MAD-MU-DES), is similar to MM for selecting a virtual machine and calculating the dynamic high 

threshold, and in the best results, Uses the DES method to predict future CPU productivity. Since the algorithm 

proposed in this article tries to optimize MMD; Henceforth, it is abbreviated as OMMD (Optimized MMD). 

5-1- Performance criteria 

In this paper, three criteria of number of virtual machine migrations, energy consumption and SLA violation 

rate have been used to compare the proposed algorithm with MM and MMD algorithms. The SLA Violation 

Criterion determines what percentage of the time the resources allocated to the host were less than the resources 

requested by that host. Further explanation of each of these criteria is given in [11]. 

5-2- Test settings 

Whereas the algorithm presented in this paper seeks to improve the performance of MM and MMD; It 

therefore uses the experimental settings similar to those of the algorithms found in [11, 12]. A data center consists 

of 800 physically heterogeneous hosts, half of which are HP ProLiant ML110 G4 (Intel Xeon 3040, 2 cores × 

1860 MHz, 4 GB) and the other half are HP ProLiant ML110 G5 (Intel Xeon 3075, 2 cores). 2660 MHz, 4 GB), 

simulated. This data center has several types of virtual machines as follows: 

• High-CPU Medium Instance (2500 MIPS, 0.85 GB) 
• Extra Large Instance (2000 MIPS, 3.75 GB) 

• Small Instance (1000 MIPS, 1.7 GB) 

• Micro Instance (500 MIPS, 613 MB) 

5-3- Workload data 
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Today, research projects that require real-time data center workloads to simulate use 10-day workload data 

from the CoMon project [28], a monitoring infrastructure for PlanetLab, collected in March and April 2011. This 

data includes CPU productivity data collected at intervals of 5 minutes from thousands of operating virtual 

machines from servers in more than 500 locations around the world and placed by default in the Cloudsim 

emulator. In this paper, these data have been used to evaluate the performance of the proposed algorithm and 

compare it with MM and MMD. 

 

5-3- Simulation results 

In this section, evaluation and comparison between the proposed algorithm and MM and MMD algorithms, 

based on the criteria mentioned earlier and using 10 working days data, has been done. Figures (1) to (3) illustrate 
the comparison results. Figure (1) shows a comparison of the performance of MM, MMD and OMMD in the 

migration number criterion. OMMD compared to MM and MMD, on average, decreased by 89.16 and 83.25 

percent, respectively. 

In OMMD, the number of migrations has been significantly reduced by using the proposed method to find 

sparse hosts and adding 3 new categories to categorize such hosts, as well as removing unnecessary migrations 

from non-sparse hosts. Another reason for the improvement of OMMD in this criterion is the identification of 

troublesome hosts and the implementation of policies to modify or dissolve them. On the other hand, in OMMD, 

in addition to high-performance and low-load hosts, low-load and low-load hosts are also removed from the list of 

destination hosts, resulting in more careful and quality selection of destination hosts. Is. 

A comparison of the performance of MM, MMD and OMMD in the measure of energy consumption is shown 

in Figure (2). OMMD compared to MM and MMD, on average, decreased by 35.09% and 21.63%, respectively. 

The main reason for the reduction in energy consumption is that OMMD, compared to the other two algorithms, 

achieves low-efficiency machines more accurately and optimally, and as a result, by turning off the hosts in a state 

where their productivity is at a low level, energy loss in Data center is largely preventable. On the other hand, 

because OMMDs select destination hosts more carefully, they prevent the migration of virtual machines to hosts 

that are sparse and prone to overload, thus providing better conditions for them to fall asleep. In addition to the 

above, the policies adopted to manage the problems of troublesome hosts have had a positive effect on the quality 

of the selection of low-load and over-load hosts and thus reduce energy consumption. 

Figure (3) shows a comparison of the performance of the three algorithms in the SLA breach measure. OMMD 

compared to MM and MMD, on average, achieved a decrease of 89.46 and 84.86, respectively. The reason for this 

is the significant reduction in the number of migrations in the proposed algorithm compared to the existing 

algorithms. 

 

Figure2: Comparison of algorithms based on the number of migrations by workload 
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Figure 3: Comparison of algorithms based on energy consumption criteria by workload 

 

 
 

Figure 4: Comparison of algorithms based on SLA breach criteria by workload 
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In OMMD, the MU method was used to select virtual machines, and no new algorithm was proposed; 

Therefore, it is suggested that in order to improve the results as much as possible, this method should be optimized 

or a new method should be adopted. 

Although OMMD showed significant results in the simulated environment; But the impact of this algorithm on 

the real cloud infrastructure is not exactly clear; Therefore, for future work, in order to evaluate the performance 

of the proposed algorithm, it can be done in a real cloud environment such as OpenStack, which is a free open 

source software; Developed. 
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