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_____________________________________________________________________________________________________ 

 
Abstract: In this study, we used the Received Signal Strength (RSS) dataset that we were collecting at the University 
ofDinamikaBangsa Jambi Building. RSS dataset is data that can be utilized in the development of signal processing technology 

that is very useful in various fields. Our RSS dataset has dependent and independent variables. However, we need to know 
whether our dataset is feasible or not to be tested with Machine Learning. Therefore, testing is needed to determine the 
correlation value between the dependent and independent variables in our dataset. Some of the algorithms we use in testing the 
correlation values of this dataset are Partial least square (PLS), Canonical Correlation Analysis (CCA), and Partial Least 
Square Canonical (PLSC). From the test results obtained that the correlation of multiple variables in the dataset with the 
highest value of r2 score is PLS regression with a value of N = 3, R2_score of 0.630453 and MSE of 44.89262. The R2_score 

value obtained by PLS exceeds the target value of the correlation indicator with a good value of 0.6. 
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1. Introduction  

Simply stated, correlation can be interpreted as a relationship. However, when developed further, the 
correlation can not only be understood as limited to this understanding(Supriyadi, Mariani, & Sugiman, 2017). 
Correlation is one of the statistical analysis techniques used to find the relationship between two variables that are 
quantitative(Z. Zhang, Yuan, Shen, & Li, 2018). The relationship between these two variables can occur because 
of a causal relationship or it can also occur by chance alone. Two variables are said to correlate if changes in one 
variable will be followed by changes in the other variables regularly in the same direction (positive correlation) or 
opposite (negative correlation)(Memenuhi, Mata, Teknik, & Data, 2017). In mathematics, correlation is a measure 
of how closely two variables change in relation to one another (Lu, Wang, Bansal, Gimpel, & Livescu, 2015). In 
this study we used the Received Signal Strength (RSS) dataset that we were collecting at the University 
ofDinamikaBangsa Jambi Building. RSS dataset is data that can be utilized in the development of signal 
processing technology that is very useful in various fields. Our RSS dataset has dependent and independent 
variables.  

However, we need to know whether our dataset is feasible or not to be tested with Machine 
Learning(Akhlaghi, Zhou, & Huang, 2018; Felix, Siller, & Alvarez, 2016; Liu et al., 2017) . Therefore, testing is 
needed to determine the correlation value between the dependent and independent variables in our dataset. Based 
on this, we chose several well-known algorithms that are best suited for measuring the correlation of our dataset 
variables. Our Algortima that we chose is a number of algorithms from the Multivariate Regression 
family(Supriyadi et al., 2017).  

The PLS method is considered as a powerful analysis method because it is not based on many 
assumptions or conditions, such as normality and multicollinearity tests. The method has its own advantages, 
among others: data does not have to be multivariate normally distributed. Even indicators with a scale of data 
categories, ordinal, intervals to ratios can be used (Schmidt-Hieber, 2017a). Another advantage is that the sample 
size does not have to be large.  

Furthermore, the canonical correlation analysis algorithm as a multiple variable statistical technique 
(Multivariate) investigates the close relationship between two variable groups(Lu et al., 2015). The meaning of the 
cluster here is group. One group of variables is identified as a group of independent variables, while the other 
variable groups are treated as a dependent variable group(Vu, Koo, & Choi, 2017). And through dependency 
between the two groups of variables can be explained the effect of one variable group on another variable 
group(Abidin et al., 2020). Canonical correlation analysis is one of the statistical analysis techniques used to see 
the relationship between a set of independent variables with a set of dependent variables (Lu et al., 2015).  

In studies that have made comparisons between PLS and PLS Canonical (PLSC), it is found that the 
relationship between characteristics and parameters with canonical correlation analysis and partial regression 
analysis is least squares. The PLSC method is able to extract predictive information for latent variables more 
effectively than the usual PLS approach. PLSC is a simple modification of the PLS and PPLS algorithm(Shao, 
Wang, Zhao, su, & Cai, 2016). The purpose of testing and experimentation with this algorithm is to look for 
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correlations between variables that influence and variables that are affected in RSS data(Abidin et al., 2020; 
Sánchez-Rodríguez, Quintana-Suárez, Alonso-González, Ley-Bosch, & Sánchez-Medina, 2020). With the known 
correlation value between the dependent variable and the independent variable from the results of this test, the 
dataset we tested can find out whether our dataset is feasible or not to be subjected to task machine 
learning(Kumar, Kumar, & Nirmal, 2021). The algorithm used in this experiment is a family of algorithms that 
calculate variable correlations or what is called Cross Decomposition(Hadera et al., 2019). In our study, we used 9 
independent variables and 3 dependent variables.  

 

2.Reviewof Related Studies 

2.1. Partial Least Square (PLS) 

 

Partial least square (PLS) is a multivariate statistical technique that can handle being able to handle 

influencing variables and affected variables at once. 

 

Figure 1.Partial least square (PLS) classification and function (Schmidt-Hieber, 2017a). 

 

 

 
 

Figure 1 is a classification of PLS algorithms and their functions. PLS is a multiple regression analysis 
that can actually be used when there are many influential variables. Partial least square (PLS) is a type of 
statistical analysis whose use is similar to SEM (Structural Equation Modeling) in covariance analysis. SEM and 
PLS are part of a linear regression based method. So what is in linear regression, also exists in PLS. It just has a 
different term (Supriyadi et al., 2017).  

The important advantage of Partial Least Square is that it can handle many independent variables, even if 
there is multicollinearity among the independent variables. Multiple regression analysis can actually still be used 
when there are many predictor variables (Zou, Jin, Jiang, Xie, & Spanos, 2017). However, if the number of 
variables is too large (for example, there are more variables than the number of observations) (S. Zhang, 
Choromanska, & Lecun, 2015), a model that is compatible with the sample data will be obtained, but will fail to 
predict for new data. This phenomenon is called overfitting. In such cases of overfitting, although there are many 
manifest factors, there may be only a few latent factors that can best explain variations in response (Schmidt-
Hieber, 2017b). Then came the PLS idea. The general idea of PLS is to extract these latent factors, which explain 
as much as possible the variation of manifest factors when modeling response variables (Z. Zhang et al., 2018).  

The PLS algorithm can be defined as the following analogy, for example X is a matrix with size n x p 
and Y is a matrix size n x q. Then the PLS procedure will extract factors from X and Y in such a row that between 
the extracted factors have maximum covariance (Akhlaghi et al., 2018). Partial Least Square technique will try to 
find a linear decomposition of X and Y. One assumption of multiple linear regression analysis is that there is no 
multicollinearity problem(Anagnostopoulos& Kalousis, 2019; Vu et al., 2017; Z. Zhang et al., 2018). If a 
multicollinearity problem occurs, the Partial Least Square (PLS) and Principal Component Regression (PCR) 
methods are two methods that can be used to overcome the multicollinearity problem (Y. Zhang, Zhou, Jin, Wang, 
& Cichocki, 2014). The method used in this study is the Partial Least Square (PLS) and Principal Component 
Regression (PCR) with the 2013 Central Java Regional Budget revenue data. The results of this study obtained a 
regression equation model with the Partial Least Square (PLS) method, namely and the equation model regression 
with the Principal Component Regression (PCR) method (Abdi, Guillemot, Eslami, & Beaton, 2017; Vu et al., 
2017; Xie, Wang, Nallanathan, & Wang, 2016). Then the best method is chosen by using the highest value criteria 
and the smallest MSE. The selection of the best method is to look at the highest value and the smallest MSE.  

 
 
 
 
 
 



Turkish Journal of Computer and Mathematics Education   Vol.12 No.14(2021), 5081- 5092 

 

 

 5083 

 

 

Research Article  

Figure 2. Coordinate graph depicting the correlation between dependent and independent variables on PLS (Y. 

Zhang et al., 2014). 

 

Figure 2 is a graphic coordinate drawing the correlation between the dependent and independent 
variables on PLS. The graph above is a visualization of the distribution of variable X data as an independent 
variable and Y variable as the dependent variable in the 3D coordinate plane (Supriyadi et al., 2017).  

 

Figure 3. Linear plot of data distribution on the results of PLS processing. 

 

Figure 3 is a linear plot graph of the distribution of data on the results of processing with the Partial least 

square (PLS) algorithm. 

 

2.2 Canonical Correlation Analysis (CCA) 

Canonical correlation analysis (canonical analysis) is introduced as a multiple variable statistical 
technique (Multivariate) that investigates the closeness of the relationship between two variable groups (Z. Zhang 
et al., 2018).The meaning of the cluster here is group. One group of variables is identified as a group of 
independent variables, while the other variable groups are treated as a dependent variable group (Chen, Liu, Zhao, 
& Principe, 2017; Lu et al., 2015).  

Through dependency between the two groups of variables can be explained the effect of one variable 
group on another variable group. Canonical correlation analysis is one of the statistical analysis techniques used to 
see the relationship between a set of independent variables with a set of dependent variables (Abdi et al., 2017). 
This analysis can measure the level of closeness of the relationship between a set of dependent variables with a set 
of independent variables. In addition, canonical correlation analysis is also able to describe the structure of 
relationships within a collection of independent variables (Lu et al., 2015).  

Canonical correlation analysis focuses on the correlation between linear combinations of the dependent 
variable set 𝑦 ′ = 𝑦1, 𝑦2, ..,𝑦𝑝 with the linear combination of the set of independent variables 𝑥 ′ = 𝑥, 𝑥2, ..., 𝑥𝑞. 
The idea of this analysis is to determine the pair of linear combinations that have the greatest correlation. Then 
look for pairs of linear combinations between pairs that are not correlated in the initial pair selected. This pair of 
linear combinations is called canonical function, and the correlation is called canonical correlation. In general, 
canonical correlations in the CCA algorithm can be described as follows in Figure 4 and Figure 5:  
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Figure 4. Visualization Chart Correlation between Independent and Dependent Variables. 

 

 

Figure 4 is a visualization of the correlation between the independent variable and the dependent variable. Line R 

is the value of the variable correlation generated by the variable correlation processing algorithm. 

 

Figure 5.  A chart that Describes the Name Of A Relation Contained in Variable Correlation 

 

Figure 5 is a correlation visualization of the Canonical Correlation Analysis (CCA) algorithm. The set of U 
sets is a collection of independent variables, and the set of V is a collection of dependent variables. From this 
figure it can be seen that the relation sets of dependent and independent sets are multivariable. 

 

2.3 Partial Least Square Canonical (PLSC)  

Partial least square is a multivariate statistical technique that can handle multiple response variables and 
explanatory variables at the same time (Supriyadi et al., 2017). This analysis is a good alternative to the method of 
multiple regression analysis and principal component regression, because this method is more robust or 
invulnerable (Dwi, Rini, & Kusuma, 2012). Robust means that the parameters of the model do not change much 
when new samples are taken from the total population. PLSC is a predictive technique that can handle many 
independent variables, even if there is multicollinearity among these variables, it can be explained in Figure 6 
below:  

 

Figure 6.  PLSC Visualization With Independent Variables Experiencing Multicollinearity. 

 

In studies that have made comparisons between PLS and PLS Canocical (PLSC), it is found that the 
relationship between characteristics and parameters with canonical correlation analysis and partial regression 
analysis is least squares. Both methods find a significant relationship between parameters.Likewise, the results of 
the new data compression method for estimating optimal latent variables in multi-variant classification and 
regression problems in which more than one response variable. Latent variables were found by combining the PLS 
methodology and canonical correlation analysis (CCA). The PLSC method is able to extract predictive 
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information for latent variables more effectively than the usual PLS approach. PLSC is a simple modification of 
the PLS and PPLS algorithm.The following in Figure 7 is a general procedure flow chart of the PLSC algorithm, 
from the picture it can be seen that the PLSC algorithm is a modification of the PLS given the canonical function 
in its calculations in finding correlation values between variables. 

Figure 7.Algorithm Syntax Least Square Canonical 

 

 

3.Objectives Of The Study 

In this section, we apply a step architecture for testing in order to find the correlation values of our variables 
using the three types of algorithms we have chosen, as explained in the introduction. Our test is a cross-
decomposition module containing two main groups of algorithms: partial least square (PLS) and canonical 
correlation analysis (CCA). This set of algorithms is useful for finding linear relationships between two 
multivariate datasets: the X and Y arguments of the fit method are 2D arrays. The cross decomposition algorithm 
finds a fundamental relationship between the two matrices (X and Y).  

They are a latent variable approach to modeling covariance structures in these two spaces. They will try to 
find a multidimensional direction in X space which explains the direction of the maximum multidimensional 
variance in Y space. PLS-regression is very suitable when the predictor matrix has more variables than 
observations, and when there is multicollinearity between X values. Conversely, standard regression will fail in 
this case. The classes included in this module are PLS Regression PLS Canonical, and CCA which we tested in 
the form of the following schema in the flowchart of the experimental process:  

 
Figure 8. General Architecture Testing The Value Of RSS Data Correlation In This Study. 

 

 
The general architecture of testing the correlation value of RSS data in this study illustrated in Figure 8 

above shows that the evaluation value taken is the MSE value and R2 Score.  
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Figure 9. Visualization Correlation of Dependent variables and Independent variables on the RSS Dataset 
collected from the University ofDinamikaBangsa Building. 

 

 
 

In Figure 9 above is the Visualization of Correlation of Dependent variables and Independent variables in 
the RSS dataset which is collected from the University ofDinamikaBangsa Jambi Building. AP is an Access Point. 
AP F11 value is the 1st access point on the 1st floor, AP F12 value is the 2nd access point on the 1st floor, AP F13 
value is the 3rd access point on the 1st floor. While AP F21 is the 1st access point on the floor 2, AP F22 is the 
2nd access point, AP F23 is the 3rd access point on the 2nd floor on the 2nd floor, AP F24 is the 4th access point 
on the 2nd floor, AP F25 is the 5th access point on the 2nd floor, AP F26 is the 6th access point on the 2nd floor. 
Then as the dependent variable is the position estimate coordinates expressed as X, Y, Z position value. The 
position value expressed as the estimated variable is the dependent or affected variable.  The following is a snippet 
code of testing program code of PLS:  

 
from sklearn.cross_decomposition import PLSRegression 
from sklearn.metrics import r2_score 
from sklearn.metrics import mean_squared_error 
import pandas as pd 
data = "./drive/My Drive/Dataset Pak Dodo/dataset.csv" 
dataframe = pd.read_csv(data,sep=';',header=None,decimal=",") 
dataset = dataframe.values 
X = dataset[:,0:9] 
Y = dataset[:,9:12] 
print("n_components","r2_score","mse") 
for i in range(1,4): 
pls2 = PLSRegression(n_components=i) 
pls2.fit(X, Y) 
Y_pred = pls2.predict(X) 
print(i,r2_score(Y,Y_pred),mean_squared_error(Y,Y_pred)) 

 
The above is the PLS algorithm program code that we are running to test the correlation values for our 

dataset. We use the python library for PLS functions using the syntax "from sklearn.cross_decomposition import 
PLSRegression", then the syntax "from sklearn.metrics import r2_score" as the R2_score evaluation metric and 
the "from sklearn.metrics import mean_squared_error" syntax for automatic evaluation for MSE metrics r2_score 
"as the R2_score evaluation metric and the" from sklearn.metrics import mean_squared_error "syntax for 
automatic evaluation for MSE metrics r2_score". Next, the program code of CCA algorithm: 
 
from sklearn.cross_decomposition import CCA 
from sklearn.metrics import r2_score 
from sklearn.metrics import mean_squared_error 
import pandas as pd 
data = "./drive/My Drive/Dataset Pak Dodo/dataset.csv"  
dataframe = pd.read_csv(data,sep=';',header=None,decimal=",")  
dataset = dataframe.values 
X = dataset[:,0:9]  
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Y = dataset[:,9:12]  
print("n_components","r2_score","mse")  
for i in range(1,4): 
cca = CCA(n_components=i) 
cca.fit(X, Y) 
 Y_pred = cca.predict(X)  
print(i,r2_score(Y,Y_pred),mean_squared_error(Y,Y_pred))  

 
The snippet of program code above is the CCA algorithm program code that we are running to test the 

correlation values of our dataset. We use the Python library for CCA functions using the syntax "from 
sklearn.cross_decomposition import CCA", then the syntax "from sklearn.metrics import r2_score" as the 
R2_score evaluation metric and the "from sklearn.metrics import mean_squared_error" syntax for automatic 
evaluation for the MSE metric import r2_score "as the R2_score evaluation metric and the" from sklearn.metrics 
import mean_squared_error "metric for automatic evaluation for MSE metrics for testing r2_score" CCA.  
The following part is the snippet of program code for PLSC algorithm:  
 
fromsklearn.cross_decomposition import PLSCanonical 
fromsklearn.metrics import r2_score 
fromsklearn.metrics import mean_squared_error 
import pandas as pd 
data = "./drive/My Drive/Dataset Pak Dodo/dataset.csv" 
dataframe = pd.read_csv(data,sep=';',header=None,decimal=",") 
dataset = dataframe.values 
X = dataset[:,0:9] 
Y = dataset[:,9:12] 
print("n_components","r2_score","mse") 
fori in range(1,10): 
pls = PLSCanonical(n_components=i) 
pls.fit(X, Y) 
Y_pred = pls.predict(X) 
print(i,r2_score(Y,Y_pred),mean_squared_error(Y,Y_pred)) 
 

The above part is the PLSC algorithm program code that we run to test the correlation values of our dataset. 

We use the Python library for PLSC functions using the syntax "from sklearn.metross_decomposition import 

PLSCanonical", then the syntax "from sklearn.metrics import r2_score" as the R2_score evaluation metric and the 

"from sklearn.metrics import mean_squared_error" syntax for automatic evaluation for the MSE metric import 

r2_score "as the R2_score evaluation metric and the" from sklearn.metrics import mean_squared_error "metric for 

automatic evaluation for the MSE metric for r2_score import testing PLSC. 

 

4.Result and Analysis 

4.1. Partial Least Square Regression (PLSR) 

This section displays the results of testing the RSS dataset in this study using the Partial Least Square 

Regression algorithm. The following Table 1 is the evaluation of values from data testing using the PLS 

Regression algorithm.  

Table 1. Evaluation Result of PLS 

N Components R2_Score MSE 

N=1 0.379431 59.09272 

N=2 0.514802 47.62957 

N=3 0.630453 44.89262 

 
Table 1 above is a table of the results of the evaluation of values from data testing using the PLS 

Regression algorithm (Partial Least Square Regression). There are two evaluation values generated, namely the r2 
score and the MSE value. From the 3 values of the N variable, namely 1, 2 and 3, the respective values of r2 score 
and MSE were obtained. Here is Figure 10 which reflects the graph of the value of the r2 score variable.  
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Figure 10. Visualization of R2_Score Evaluation Result using PLS for RSS. 
 

 
 

From Figure 10 above, it can be seen that the highest r2 score is obtained with the value n = 3 and the 
lowest r2 score is the value n = 1. From the value of the variable r2 score, it is found that the correlation of a 
variable with another variable produces the best r2 score compared to the increasing number of correlated 
variables. 

 

Figure 11. Visualization of MSE Evaluation Result using PLS for RSS. 

 

 
 

Figures 11 are visualizations of table 1 about the MSE visualization data of the RSS data testing on the 
PLS algorithm. The highest r2_score value is obtained from the PLS test with a value of n = 3, while conversely 
the highest MSE value is obtained from a PLS test with a value of n = 1 

4.2. Canonical Correlation Analysis (CCA) 

This section displays the results of testing the RSS dataset in this study using the Canonical Correlation 

Analysis (CCA) algorithm. The following table 2 is the evaluation of values from data testing using the CCA. 

 

Table 2. Evaluation result of CCA 

N Components R2_Score MSE 

N=1 0.388508 56.45966 

N=2 0.425546 53.70099 

N=3 0.53976 46.88704 

 
Table 2 above is a table of the results of evaluating the value of data testing using the CCA (Canonical 

Correlation Analysis) algorithm. There are two evaluation values generated, namely the r2 score and the MSE 
value. From the 3 values of the N variable, namely 1, 2 and 3, the respective values of r2 score and MSE were 
obtained. The following is figure 12 that reflects the graph of the variable value r2 score with the CCA (Canonical 
Correlation Analysis) algorithm.  
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Figure 12. Visualization of R2_Score Evaluation Result using CCA for RSS. 

 

 
 

From Figure 12 above, it can be seen that the highest r2 score is obtained with the value of n = 3 and the 
lowest r2 score is the value of n = 1 in data correlation testing using the CCA (Canonical Correlation Analysis) 
algorithm. From the value of the variable r2 score, it is found that the correlation of a variable with another 
variable produces the best r2 score of 0.38850 compared to the increasing number of correlated variables with a 
value of 0.53976. 

 

Figure 13. Visualization of MSE Evaluation Result using CCA for RSS. 

 

 
 

Figures 13 are visualizations from table 2 of the MSE visualization data from the RSS data testing on the 
CCA algorithm. The highest r2_score value is obtained from the CCA test with a value of n = 3, while conversely 
the highest MSE value is obtained from the CCA test with a value of n = 1. The effect of MSE and r2_score on the 
CCA algorithm is almost similar to the PLS algorithm 

4.3. Partial Least Square Canonical 

This section displays the results of testing the RSS dataset in this study using the Canonical Partial Least 

Square algorithm. Table 3 below is the evaluation of values from data testing using the Partial Least Square 

Canonical (PLSC). 

Table 3. Evaluation Result of PLSC 

N Components R2_Score MSE 

N=1 0.316181 66.76277 

N=2 0.184524 112.94 

N=3 0.275621 111.184 

 
Table 3 above is a table of the results of the evaluation of values from testing data with the PLSC (Partial 

Least Square Canonical) algorithm. There are two evaluation values generated, namely the r2 score and the MSE 
value. From the 3 values of the N variable, namely 1, 2 and 3, the respective values of r2 score and MSE were 
obtained. The following is figure 14 which reflects the graph of the variable value r2 score with the PLSC (Partial 
Least Square Canonical) algorithm.  

 
 

0.388508 0.425546

0.53976

0

0.1

0.2

0.3

0.4

0.5

0.6

N=1 N=2 N=3

R2_Score

Canonical Correlation Analysis 

56.45966 53.70099
46.88704

0

10

20

30

40

50

60

N=1 N=2 N=3

MSE

Canonical Correlation Analysis



Turkish Journal of Computer and Mathematics Education   Vol.12 No.14(2021), 5081- 5092 

 

5090  

 

 

Research Article  

Figure 14. Visualization of R2 Score Evaluation Result using PLSC for RSS Dataset. 
 

 
 

From Figure 14 above, it can be seen that the highest r2 score from testing with the PLSC (Partial Least 
Square Canonical) algorithm is obtained with the value of n = 1 and the lowest r2 score is the value of n = 2. From 
the value of the variable r2 score, it is found that the correlation of a variable with 2 other variables produces the 
best r2 score of 0.184524 compared to n=1 of correlated variables with a value of 0.316181.  

 

Figure 15. Visualization of R2_Score Evaluation Result using PLSC for RSS Dataset. 

 

 
 

Figures 15 are visualizations of table 3 about the MSE visualization data from testing RSS data on the 
PLSC algorithm. The highest r2_score value was obtained from the PLSC test with a value of n = 1, whereas the 
highest MSE value was obtained from a PLSC test with a value of n = 3. The effect of MSE and r2_score on the 
CCA algorithm is the opposite of the PLS and CCA algorithms. The following is a diagram of the r2_score value 
and MSE value from the average comparison of the 3 types of algorithms. 

 
Figure 16. Value Comparison of R2_SCORE Results between PLS, CCA and PLSC algorithms. 

 

 
 

Figure 16 is a comparison of the r2_score value of the PLS, CCA and PLSC algorithms. From the 
comparison of the three PLS algorithms, on average, compared to CCA and PLSC techniques.  
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Figure 17. Value Comparison of MSE Results between PLS, CCA and PLSC algorithms. 

 
 

Figure 17 is a comparison of the MSE values of the PLS, CCA and PLSC algorithms. From the 

comparison of the three PLSC algorithms on average compared to CCA and PLS techniques. MSE values 

generated by PLSC on average reached 96.93. This very high MSE value indicates the high error of the validity of 

the variable correlation from our RSS data 

5.Recommendations 

From the results of the tests carried out in this study regarding the correlation between all variables in the 

RSS data that we took from the DinamikaBangsa University building. We obtained three types of evaluation 

results using different methods, namely Partial least square (PLS), Canonical Correlation Analysis (CCA), and 

Partial Least Square Canonical (PLSC). With the best results produced by the correlation test using Partial least 

squares (PLS). In comparison with the final research, besides that the dataset used is a self-crawled dataset so that 

comparisons with the use of correlation tests do not yet exist, but in the future it is hoped that testing on this 

dataset can be used with various more diverse correlation testing methods so that it can be seen that the dataset 

used is the more valid the eligibility. So, this RSS dataset can be tested using various existing methods according 

to the next technological development. 

6.Conclusion 

In this study we used the Received Signal Strength (RSS) dataset that we were collecting at the 

University ofDinamikaBangsa Jambi Building. RSS dataset is data that can be utilized in the development of 

signal processing technology that is very useful in various fields. Our RSS dataset has dependent and independent 

variables. However, we need to know whether our dataset is feasible or not to be tested with Machine Learning. 

Therefore, testing is needed to determine the correlation value between the dependent and independent variables 

in our dataset. Some algorithm that we use in testing the correlation value of this dataset are Partial least square 

(PLS), Canonical Correlation Analysis (CCA) and Partial Least Square Canonical (PLSC). From the test results 

obtained that the correlation of multiple variables in the dataset with the highest value of r squarenyo is PLS 

regression with a value of N = 3, R2_score of 0.630453 and MSE of 44.89262. The R2_score value obtained by 

PLS exceeds the target value of the correlation indicator with a good value of 0.6. 
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