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Abstract: Thalassemia is a genetic blood disease caused by a deficiency in the production of hemoglobin, the central protein 
found in red blood cells and responsible for carrying oxygen from the lungs to the parts of the body. Hemoglobin consists of 
two types of protein chains, two alpha chains and two beta chains. In diagnosing thalassemia, doctors rely on two types of 

tests: a complete blood count (CBC) and a special hemoglobin test (Hemoglobin Electrophoresis). A complete blood count, or 
CBC, measures the amount of hemoglobin and various types of blood cells, such as red blood cells, in a blood sample. In this 
study present a survey of different method based on artificial intelligence to classify and detection thalassemia using the 
variable (parameter) of the CBC test which include RBC, HGB, MCV, HTC, HB . To distinguish between thalassemia minor 
alpha and thalassemia major beta patients. Decision tree, Naïve Bayes, support vector machine (SVM), and neural network 
classification method are used. 
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1. Introduction 

Thalassemia is a blood disorder that can be passed on over the generations .which is also identified as 

Mediterranean "anemia" [1]. It is prevalent in the Mediterranean basin and is mostly inherited from parents 

characterized by irregular development of hemoglobin or by mutation of the parents' genes[2] . "Thalassemia" is 

derived from two Greek words: "Thalassa" which means "sea" and "Haema" which means "blood". Because of its 

high prevalence in Mediterranean nations, it was so named [3].Previously, the spread of thalassemia in the so-

called 'thalassemia belt' was primarily limited to areas in the Mediterranean (Italy, Greece, Turkey, and Cyprus), 

and through the Middle East from Southern Asia to Southeast Asia (India, Vietnam, and Cambodia) [4]. 

Thalassemia is one of Indonesia's most common chronic disease [5]. Thalassemia is a condition with a genetic 

disorder that lacks its normal hemoglobin structure and the body produces impractical hemoglobin consisting of 

two forms, Alfa and Beta [6]. In beta-thalassemia, the globin chain is weakened or defective hemoglobin is 

involved, while in alpha-thalassemia, the Alfa-globin gene affects the globin chain[7]. Medically, thalassemia is 

divided into three types: thalassemia major, thalassemia intermediate, and thalassemia minor. The patient has 

severe anemia and will need blood transfusions for the remainder of their lives if they have thalassemia major [8]. 

Thalassemia intermedia is a form of anemia that causes mild to moderate anemia and sometimes requires blood 

transfusions. Patients with thalassemia minor, on the other hand, rarely need blood transfusions and tend to be in 

good health[9].  Thalassemia was rated that about 1.5 percent of the universal (80 to 90 million people) are beta-

thalassemia carriers, with about 60,000 individuals born annually, in developing countries the largest proportion 

is. In 2013, thalassemia contributed to 25,000 deaths, down from 36,000 deaths in 1990[10] . The primary clinical 

test for the diagnosis of thalassemia is a complete blood count (CBC) [11]. People who seem to be well should 

have a medical checkup to see if they have thalassemia. Artificial intelligence includes machine learning as a 

subset (AI) that involves algorithmic methods for allowing machines to solve problems without the need for 

complex computer programming[12]. To mine knowledge from medical records, machine learning methods have 

been commonly used. Classification (e.g., is this particular patient sick or healthy) is a supervised method of 

learning in Machine Learning that can be used to create models that describe essential data groups. These machine 

learning approaches can assist researchers and doctors in making medical decisions, as well as provide answers to 

relevant and related health-care questions[13]. supervised learning, unsupervised learning, semi-supervised 

learning, and reinforcement learning are the four types of machine learning models[14]. The learning algorithms 

that are most commonly used are Support Vector Machines (SVM) ,logistic regression(LR) ,naive Bayes(NB) 
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,linear discriminant analysis(LDA), decision trees(DT), k nearest neighbor algorithm (KNN) ,Neural Networks 

(Multilayer perceptron) ,Convolutional Neural Network(CNN). These algorithms are both a Machine Learning 

and an Artificial intelligence branch [15]. With the development of artificial intelligence, various types of machine 

learning algorithms have been developed, which will aid in improving the quality and accuracy of thalassemia 

disease detection and classification. As a result, early detection of thalassemia disease is important because it will 

assist in early treatment and recovery of the disease. It's also difficult to diagnose with high precision in the early 

stages of the disease [16]. 

 

2. MACHINE LEARNING 

ML is the science that helps computers to learn and predict from their experiences without needing to be 

specifically programmed. A computer program is said to have learned if it can boost its efficiency by learning 

from previous experience. Machine learning, rather than AI, is more focused on data processing. Machine learning 

employs algorithms that allow computers to learn from data in an iterative manner. ML has advanced to a new 

stage in recent decades. Self-driving vehicles, successful web search, human voice recognition, image recognition, 

and many other applications have all been made possible by machine learning[17].Machine learning types include 

supervised, unsupervised, semi-supervised, and reinforcement learning[18]. Humans must practice by providing 

inputs and desired outputs in supervised learning [19]. Unsupervised learning is the polar opposite of supervised 

learning, in which the learner is left to their own devices without any branded responses. In supervised and 

unsupervised learning, data is either labeled or unlabeled, whereas semi-supervised learning uses both labeled and 

unlabeled data for preparation. Reinforcement learning algorithms learn which behaviors yield the highest reward 

through a trial and error process [20]. This algorithm is both an ML and an AI branch. The developed model is 

used in the prediction process of ML, and new data is fed into it. Using the ML algorithm, the predicted data will 

be available. 

 

Fig 1 Machine learning (ML) process's learning phase 

3. LITERATURE REVIEW 

Many authors have worked on disease categorization systems in medical centers utilizing various data mining 

approaches and machine learning algorithms, with the goal of establishing an accurate automatic diagnosis of 

diseases and for better decision-making in medical institutions.The Das et al [21]. In this study a novel decision 

support system was proposed. The Department of Hematology of the Postgraduate Institute of Medical Education 

and Research (PGIMER) in Chandigarh , India, collected clinical data. The results showed 91.74 % for BTT. The  

Laengsri et al[22]. in this paper ,In retrospect, the authors gathered laboratory HMA data found in Thai adults 186 

patients. To create a discriminant model, five machine learning methods, including  (k-NN), (DT), ( RF),  ( ANN) 

and  ( SVM). halPred achieved prediction results with an external accuracy, MCC and AUC of 95.59, 0.87 and 

0.98, respectively. The Rustam et al[23].  The researchers will compare the performance of the thalassemia data 

classification with Fuzzy C-Means, Fuzzy Kernel C-Means, and Fuzzy Kernel Robust C-Means in this report. The 

researcher uses Indonesian thalassemia data with100 sample .the results show that FCM 's accuracy is 100% when 

training data is 90%, FRCM is 100% when training data is 90%, and FKRCM, which is the updated Fuzzy, is 

100% when we use the Sigma = 0.0001 and 80% & 90% data on instruction.The Ayyıldız& Arslan Tuncer [24] 

proposed a paper based on different classification technique including  (SVM) and (KNN).152 patients that were 

diagnosed with β-thalassemia at Elazıg Public Health Center. the Neighborhood Component Analysis Feature 

Selection (NCA) algorithm, was used for selecting features from the datasets, and the parameters selected through 

NCA provided high performance 97 % Area Under the ROC curve.The  AlAgha et al[25]. proposed a paper based 

on different classification technique namely k-neighbors (k-NN),  (NB),  ( DT) and (MLP) neural network and 

The location where the data was collected was the Gaza Strip. The Navies Bayes classifier was found to have the 

best value in distinguishing between normal and -thalassemia carriers. This mixture has a 99.47 percent precision 
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and a 98.81 percent sensitivity.The Roth et al[26]. proposed a paper based on SVM technique and All of the 

samples of more than 22,000 samples collected with 3161 (13.6 percent) of β-thalassemia carriers  were examined 

at the Emek Medical Centre's laboratory. The SVM's formulas had 98% sensitivity and 99.77% negative 

predictive value, respectively.The Yousefian et al[27]. In this research, artificial intelligence methods including 

two algorithms ANN  and MLP are used to predict the risk of diabetes in patients with β-Thalassemia Major.  the 

accuracy of the ANN in diagnosing patients with thalassemia and revealing diabetes will be 80.78 %. Using this 

intelligent device and doing pre-processing, the system's precision rate is 89.48 %.The  Barnhart-Magen et al[28]. 

this paper proposed ANN technique to diagnosis thalassemia disease. The study included a database of 526 

patients, including 185 confirmed cases of alpha and beta TM, and a control group consisting of iron deficiency 

anemia (IDA). The result showed that  ANN achieved a sensitivity of 1 and specificity of 0.958. The Paokanta et 

al[29]. in this paper authors study different machine learning technique (KNN),  (BNs), and  (LR). The dataset 

were gathered from hospitals in Thailand's northwestern provinces.The accuracy percentages for KNN, BNs, and 

LR are 85.83, 85.04, 85.04, and 82.68, respectively. The ChidozieEgejuru et al[30]. This study predicted the risk 

of thalassemia in all age groups by using Supervised machine learning algorithms(NB, MLP). the predictive 

model for the risk of Thalassemia using the naïve Bayes’ classifier displayed an accuracy of 94.12 % and the 

predictive model for the risk of infertility using the multi- layer perceptron displayed an accuracy of 100 . The D 

.Tyas et al [31]. This work proposed using MLP for thalassemia classification. The dataset consists of 725 

abnormal images and 99 images of normal erythrocytes. In this study, the maximum accuracy was 98.11 %. The 

A. jahan et al[32]. C4.5 and NB , back-propagation type ANN proposed in this paper .the dataset from VARIANT 

II equipment (Sysmex Corporation, Japan) (Bio-Rad Laboratories  , USA). The accuracy of the C4.5 and NB was 

88.56 %, while the ANN was 85.95 %. The B. Gowtham et al[33]. This researcher in tis paper using  SVM , KNN 

,LR , DT and  RF algorithm. The dataset from University, Hyderabad, has awarded  a collaborative research 

project. a total of 1387 sample.the Accuracy of proposed algorithm 0.76% ,0.77% ,0.78%, 0.95% , 0.96% . The 

M. Hajipour et al[34].  In this work RF algorithm used. With dataset (165 sample)from  Mashhad University of 

Medical Sciences Research Council. The Accuracy of algorithm 93.72% for test data and 94.41 for training data. 

The A. Ghanyismaeel et al[35]. in this paper optimal neural algorithm used for thalassemia diagnosis. The dataset 

related to β-thalassemia extracted about (384) records from common database in ITHALNET.the Accuracy of 

algorithm is 0.999601%. The T. Banirostam  et al[36]. k-Nearest Neighbor and Radial Basis Network proposed in 

this paper with Thalassemia  Zafar dataset. The Accuracy rate of RBF network on 103 training sample and 153 

test samples is 81.7% and the KNN 69.12%. The Cappellini et al[37] .this paper using ANN algorithm for 

thalassemia detection. With dataset (180 sample) from Department of Cardiology and Cardiovascular Surgery, 

Niguarda Ca’ Granda Hospital, Milan. The accuracy rate of the system is 92.51%. The S. Thakur et al [38]. The 

technique that used in this work is  FUZZY INFERENCE SYSTEM (FIS) with dataset from Thalassemia Welfare 

Society, Bhilai (Chhattisgarh, India). This results with an accuracy of about 80 %. The M. Amin et al[39]. In this 

study   DT, NB and MLP algorithm used for thalassemia classification. The dataset is 240 sample from A medical 

technologist who has received a license from Bangladesh's State Medical Faculty. The accuracy of DT is 97.16% , 

NB accuracy is 70.28 %, MLP accuracy is 86.5566 %. The H. Chen et al[40].the technique used in this paper is 

logistic regression , artificial neural network with dataset 152 sample from Beijing Municipal Education 

Commission, China's Science and Technology Project.The accuracy of ANN is 90% and LR is 86%. 

4. CONCLUSION 

This paper summarizes previous studies on the identification and diagnosis of thalassemia disease using various 

machine learning algorithms. This survey and analysis clearly found and observed that certain machine learning 

algorithms, such as Decision tree, J48, SVM, KNN, and ANN, provide better accuracy in detecting and predicting 

thalassemia disease. Moreover, different algorithms behave differently based on different factors. To get better 

prediction results, consider the situation, but most importantly, the dataset and feature selection. In addition, the 

paper includes a survey of various types of machine learning techniques used by various authors, with each 

machine learning technique having some good and bad outcomes depending on the datasets and features selected, 

among other factors. Through this survey, we discovered that using various combinations or hybrid machine 

learning algorithms can increase accuracy and efficiency, and that in the future, we can work on more parameters 

to improve performance over the current technique. 
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