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_____________________________________________________________________________________________________ 

  
Abstract: Artificial neural networks (ANN) assume a significant part in numerous clinical imaging applications. Cervical 
cancer ranks the 4th dangerous women cancers in less developed countries due to insufficient trained staffs and medical 
procedures. The location of cervical malignancy cells utilizes ANN for characterizing the typical and unusual cells in the cervix 
wall of the uterus. Cervical malignancy location is exceptionally difficult on the grounds that this disease happens with no 
manifestations.  The order between the typical,unusual and malignant cells produces exact outcomes than other manual 

screening techniques.The ANN utilizes a few models for a simple and precise identification of cervical cells. The main aim of 
artificial neural networks is to supply right information at a right time. Hence we implement artificial neural techniques with 
collected data Analysis,to improve the life of an individual and to decrease the death rate of the society respectively.   
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___________________________________________________________________________ 
  
1. Introduction  

Cervical tumor ranks the 4th most deadly disease among the world with 5,28,000 cases yearly mainly in least 

developed countries. These cancer disease occurs due to insufficient trained staffs and examining procedures.This 

cancer is a very challenging cancer among all the cancers because this occurs without any symptoms. It is the third 

most dangerous cancers among womens. This disease can be easily curative when it is diagnosed at its initial step, 

and it can be identified by the physicians only through the diagnostics tests. Treatments will be given according to 

the stages identified correctly. There are about four stages which is proposed by IFOG(International Federation of 

Gynecology and Obstetrics).Stages of the cancer cells can be identified by the spreads of the tumors (or) other 

parts of the affected area[2]. The basic symptoms of this cervical cancer includes, abnormal bleeding after 

menopause,unusual vaginal discharge, tiredness and weight loss, pain in the pelvis and abdomen and irritation 

while urinating. The main cause for this cervical cancer also includes the long term infections caused by human 

papillomavirus(HPV) infections. Cancer cells and tumor cells are developed due to the presence of abnormal cells 

in the wall of the cervix region.  

  When the researchers focused on this problem they identified that cervical cancer occurs for the those women 

who smoke regularly because they have a weak immune system and for those who are infected with HIV and also 

for those who have undergone some organ transplant, these peoples are infected with the higher rate of disease 

womens were aged between 30 and 69[3].Gynecologists easily identify swelling around the womb by physical 

examination (or) pap smear tests. Depending upon the severity of the tissues other methods such as ultrasound, 

MRI scans, x ray and CT scans (computed tomography) are used to identify the cancer cells in the deeper areas.   

 Once the cancer cells are identified treatment will be given based on the stages, the following table represents 

the main stages[21] , and the stages are sub divided into STG IA,STG IB,  

STG IA1,STG IA2,STG IB1,STG IB2,STG IIA,STG IIA1,STG IIA2,STG IIB, STG IIIA,STG IIIB,STG 

IVA,STG IVB.   

STAGES (STG)   ILLUSTRATION   

STG I   Cancer cells start growing and those 

tissues will reach the cervix lining.   

STG II   Cancer cells spreads to the nearby 

areas of vagina and cervix and cells 

present only in the pelvic region.   

STG III   Cells spread till pelvic walls causes 

swelling in the kidney regions.   

STG IV   Spreads to bladder and goes till it 

reaches the lymph nodes.   

 

TABLE 1: STAGES OF CANCER CELLS.  

 In addition to this manual mehods cervical cancers can also be detected using wireless sensor networks and 

machine learning techniques and also it is used to examine the infections. In ML techniques specifically we use 

artificial neural networks(ANN) algorithms to predict the cancer rate easily with the data samples collected. In this 
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implementation, we enhance algorithms which combines each data samples with the terms. It provide high precise 

user rate with the accuracy of 90% [5] accurate results.   

 Experimental results show that compared with the results of common manual methods, the following are the 

recent works submitted.     

 The diagrammatic representation of artificial neural networks is as follows, 

 

 
 

FIG 1:BIOLOGICAL NEURONS. 

         The objectives of the paper are    

   1. Decrease the death rate of women dying because of this cervical cancer.    

2. Provide accurate results for the infected patients.    

3. Analyze the patients reports by the Experts gynecologist in order to identify the severity of the disease.    

4. Here we identify the stages of the cancer for proper treatment.    

2. Related Works for Cancer Detection 

The major related works for cancer detection falls on, 

SUPPORT VECTOR MACHINE(SVM): 

   SVM is a supervised machine learning algorithms which is used for classification and regression analysis. 

This system was proposed by Vapnik along with his colleagues at AT&T BELL laboratory in 1997.This method 

is consider as the       most reliable method in machine learning. 

SVM functions on two categories 

o Algorithm allocates fresh samples to the first category. 

o Other method is to make non-probabilistic binary classifier. 

This system maps the space training examples to point which is used to maximize the width of the both 

category. 

SVM constructs a hyperplane (or) indefinite spaces which is used for 

• Classification 

• Regression 

• Outlier detection. 

Simply it is denoted as , 

  ∑ ai k(xi,x)=constant 

Sum of the kernels above can be used to measure the relative nearness of each text. 

The diagrammatic representation about support vector machine is as follows, 

 
FIG 2: SUPPORT VECTOR MACHINE. 

APPLICATIONS:   

• This system helps in classifying the text and hypertext. 

• This system also helps in classifying the images. 

• SVM is used for recognizing the hand written characters. 

• This system is also widely applied in biological and other sciences. 

• Permutation test based on svm weights have been suggested. 

TYPES: 
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1. Linear SVM 

2. Non-linear SVM. 

1.LINEAR SVM: 

    We are given a training dataset of n points, 

 

         {(X1,Y1), (X2,Y2)…………………….(Xn,Yn)}. 

 

   Where Yn are either 1 (or) -1,each indicating the class to which the point X1 belongs . 

    Each X term is a P-dimensional real vector. 

    The two major classification of linear svm includes, 

   1.Hard margin. 

   2.Soft margin.  

                • Hard margin is used for linearly separable data . 

• Soft margin is used for non-linearly separable data. 

  Linear SVM is represented as, 

 
FIG 3: LINEAR SVM. 

2. NON-LINEAR SVM: 

    NON Linear svm is classified based on , 

 Polynomial(homogenous) 

 Polynomial(in homogenous)     

 ADVANTAGES: 

• Support Vector Machine functions admirably when there is a reasonable edge of separation between 

classes. 

• It is more profitable in high dimensional spaces. 

• It is compelling in instances where the quantity of measurements is bigger than the quantity of examples. 

• SVM is equivalent to memory methodical . 

DISADVANTAGES: 

 • Support Vector Machine algorithm does not works adequate for huge informational indexes. 

• It does not execute very well when the informational collection has more stable for example target classes. 

i.e) Overlapping classes. 

 3. Proposed Analysis  

Our proposed work for this approach is Artificial Neural Networks (ANN), The detailed description about this 

approach ia as follows, 

Fake Neural Network (ANN) is a profound learning calculation that arose and advanced from the possibility 

of Biological Neural Networks of human minds. An endeavor to mimic the functions of the human mind finished 

in the development of ANN. ANN works very much like the organic neural organizations however doesn't by and 

large take after its activities[8].  

A fake neural organization (ANN) is the piece of a figuring framework intended to reenact the manner in which 

the human cerebrum breaks down and measures data.  

It is the establishment of man-made brainpower (AI) and takes care of issues that would demonstrate 

incomprehensible or troublesome by human or factual principles. 

The diagrammatic representation of  Artificial neural networks(ANN) is, 

 
FIG 4: ARTIFICIAL NEURAL NETWORKS. 
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TYPES: 

1.FEEDFORWARD NEURAL NETWORK: 

The feedforward neural organization is quite possibly the most essential counterfeit neural organizations. In 

this ANN, the information or the information gave ravels a solitary way. It goes into the ANN through the 

information layer and exits through the yield layer while covered up layers could possibly exist. 

2.RECURRENT NEURAL NETWORKS: 

 The Recurrent Neural Network saves the yield of a layer and feeds this yield back to the contribution to all the 

more likely anticipate the result of the layer. The main layer in the RNN is very like the feed-forward neural 

organization and the intermittent neural organization begins once the yield of the primary layer is processed. 

3.CONVOLUTIONAL NEURAL NETWORKS: 

 A Convolutional neural organization has a few likenesses to the feed-forward neural organization, where the 

associations between units have loads that decide the impact of one unit on another unit. In any case, a CNN has 

at least one than one convolutional layers that utilization a convolution procedure on the information and afterward 

pass the outcome acquired as yield to the following layer. 

4.MODULAR NETWORK: 

A Modular Neural Network contains an assortment of various neural organizations that work freely towards 

getting the yield with no collaboration between them. Every one of the distinctive neural organizations plays out 

an alternate sub-task by acquiring special information sources contrasted with different organizations. 

5.RADIAL BASIS FUNCTION NEURAL NETWORKS: 

Radial basis capacities are those capacities that consider the distance of a point concerning the middle. RBF 

capacities have two layers. In the main layer, the information is planned into all the Radial premise capacities in 

the secret layer and afterward the yield layer processes the yield in the following stage. 

USES:   

Artificial Neural Network(ANN) uses the processing of the brain as a basis to develop algorithms that can be 

used to model complex patterns and prediction problems. ... In our brain, there are billions of cells called neurons, 

which processes information in the form of electric signals.  

ANN algorithm would accept only numeric and structured data as input. To accept unstructured and non-

numeric data formats such as Image, Text, and Speech, Convolutional Neural Networks (CNN), and Recursive 

Neural Networks (RNN) are used respectively. In this post, we concentrate only on Artificial Neural Networks. 

APPLICATIONS OF ARTIFICIAL NEURAL NETWORKS:  

Various applications of artificial neural networks(ANN) in medical field:  

Health care organizations are leveraging machine-learning techniques, such as artificial neural networks 

(ANN), to improve delivery of care at a reduced cost. Applications of ANN to diagnosis are well-known; however, 

ANN are increasingly used to inform health care management decisions. In cancer prediction this ANN plays a 

major role in classifying the cells. Other than this ANN is involved in ,  

 • Targeted Marketing  

• Voice recognition  

• Financial  

• Intelligent searching   

STRUCTURE OF ARTIFICIAL NEURONS AND ITS FUNCTIONS:  

• A neural organization with a solitary layer is known as a perceptron. A multi-facet perceptron is called 

Artificial Neural Networks.  

• A Neural organization can have quite a few layers. Each layer can have at least one neurons or units. 

Every one of the neurons is interconnected with every single other neuron. Each layer could have diverse enactment 

works also. ANN comprises of two stages Forward spread and Backpropagation. The forward engendering 

includes duplicating loads, adding predisposition, and applying actuation capacity to the data sources and 

spreading it forward.  

• The backpropagation step is the main advance which typically includes finding ideal boundaries for the 

model by spreading the retrogressive way of the Neural organization layers. The backpropagation requires 

improvement capacity to track down the ideal loads for the model.  

• ANN can be applied to both Regression and Classification assignments by changing the enactment 

elements of the yield layers likewise. (Sigmoid enactment work for double characterization, Softmax initiation 

work for multi-class arrangement and Linear actuation work for Regression). 

4. Experimental Results 

Our experimental results is based on the datasets collected from KAGGLE[30].Our datasets consists of 32 risk 

factors and 4 target variables which is used to detect the cervical tumors. 

After the analysis, 

We came to the conclusion that the minimum age of women having the risk of cervical tumors prediction is 

26. Here shows the distribution of ages, 
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FIG 5:RISK OF CANCER BASED ON AGE. 

The above graph shows the results between the age and count.The highest chance of having the cervical cancer 

ranges from 20 to 35. 

The results of this experiment is based on the target variable,whereas the target variable is collected from the 

datasets[30]. 

The expression of cancer prediction is given as, 

Cancer prediction=Hinselmann+Schiller+Citology+Biopsy. 

These target variables gives different values from 0 to 4. 

• 0 represents NO risk factor. 

• 4 represents HIGH risk factor. 

The final target values ranges between 0,1,2,3,4. 

CLASS TARGET  COUNT 

4(HIGH RISK) 6 

3 33 

2 41 

1 28 

0(NO RISK) 750 

  TABLE 2:TARGET VARIABLES. 

Since class 4 have less number of variables for testing the data, So here we use Oversampled datas. 

Results of oversampled data is as follows, 

 BM BM 26 

FEATURES 

26 

FEATURES 

Classifiers SVM ANN SVM ANN 

Accuracy 0.86 0.95 0.86 0.95 

Precision 0.84 0.93 0.84 0.94 

F1-Score 0.85 0.94 0.86 0.95 

TABLE 3:OVERSAMPLED DATA. 

And the results of the non-oversampled data is as follows, 

 BM BM 26 

FEATURES 

26FEATURES 

Classifiers SVM ANN SVM ANN 

Accuracy 0.89 0.88 0.89 0.88 

Precision 0.76 0.7 0.76 0.79 

F1-Score 0.84 0.84 0.84 0.84 

BM-Baseline model . 

TABLE 4:NON-OVERSAMPLED DATA. 

Here are some of the results of our experiments based on the datasets collected. 

 5. Conclusion  

 This system provides accurate results of classifying the normal, abnormal and dangerous cells by applying the 

artificial neural networks(ANN) techniques for the collected data sets. While applying these algorithms this 

provides higher accuracy when compared to other algorithms[5]. This system is very helpful for the society in 

identifying the patients with the cervical cancer because this disease is caused without any manifestations. This 

type of cancer occurs for the women within the age of 30 to 69.This system reduces the risk rate of the patients 

and the death rate caused due to cervical cancer is also decreased. Several ANN techniques are used for accurate 

results based on the performance of the algorithm. Our experimental system provides more precise consequences 

than other manual dissemination methods such as papanicolaou tests and this system is cost effective for the society 

and it is very helpful for each and every individuals.  
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