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Abstract: The main objective of this study is to examine and estimate the weight importance and effects of 

institutional factors on the economic growth of oil-producing developing countries considering the effect of the 

institution index on the economic growth of these countries. Investigation of the relative importance of these factors 
not only contributes to the identification of the effect of institutional factors on the economic growth of mentioned 

countries but also provides the field for institutional reforms by identifying the relative weight of each factor. Oil 

countries were identified in this research based on UNCTAD's division (2008). Considering the correlated nature 
of institutional factors that are influenced by the conditions of the countries, it is not possible to examine the relative 

importance of the effect of institutional factors on economic growth through regression methods. Accordingly, 
Johnson's Relative Weight Technique was used through SPSS programming. Estimation results showed that 

government effectiveness (GE), regulatory quality (RQ), and control of corruption (CoC) were the factors with the 

highest weight importance among other institutional factors regarding their effects on the economic growth of oil-
producing developing countries. Furthermore, the institution index was calculated after identifying weigh the 

importance of institutional factors in the weighted average of these factors. Then, the effects of institutions on 

economic growth were estimated based on the dynamic panel data (GMM) and Dawson Model. Results proved the 
effect of the institution index on economic growth. 

Keywords: Institutions, Economic Growth, Weight Importance, Oil-Producing Developing Countries  

 

Introduction  

A major issue in humanities is about reasons for different economic growth and development rates 

between countries. Why some countries are richer? Why some countries have achieved high economic 

growth and others not? Economists link these differences to their different accesses to physical capital, 

human capital, and technology. Accordingly, the economic growth of countries depends on the capacity 

and ability of countries to achieve these determinants. The more important question raises herein; why 

some countries have a lower rate of physical capital, human capital, and technology, and why they do not 

use their resources and opportunities optimally? To find reasons for differences between countries in the 

context of income and wealth, fundamental causes and determinants should be found by emphasizing the 

investigation of institutions. This framework helps to find practical responses to and policies made for 

some issues such as technology improvements in countries (Acemoghlu & Robinson, 2010).   

Cavalcanti and Novo (2003), like Hall and Jones (1999), studied the relationship between institutions 

and economic growth. They found that a 1% improvement in institutions generates a 5% increase in 

output per worker. Accordingly, it is necessary to find how institutions affect the economic growth of 

countries. It is also essential to identify institutional factors and the importance level of their effect on the 

economic growth of countries to design strategies for institutional reforms. According to conducted 

studies, indicators and divisions proposed by World Bank (Saima, 2011; Hall, 2012; World Bank, 2012), 

six institutional factors were identified: accountability of state institutions, political stability, government 

effectiveness, regulatory quality, rule of law, and control of corruption. It is asked that how is the relative 

importance of the abovementioned institutions regarding their effects on the economic growth of 

countries. Also, are the relative importance rate of these factors similar in oil countries? This research 

aims to answer these questions.   
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1- Literature Review  

2-1- Concepts, Characteristics, and Dimensions of Institutions 

Although institutions play a vital role in forming economic history, few empirical studies have defined 

institutions in the context of social sciences (Qazi, 2009). Various popular perspectives define institutions 

as "rules of the game" in a society (Olson, 1982; Baumol, 1990; North, 1990). In other words, institutions 

are constraints that form interactions between individuals, which can be expressed in two forms of formal 

(rules and regulations) and informal (culture or social capital) institutions (Tabellini, 2005; Putnam, 

1993). Some institutions reduce transaction costs to pave the way for innovation and efficiency 

improvement while some other ones might increase the information costs or limit entrepreneurial 

activities by making barriers to information flow (Danish, 2009; Qazi, 2009).  

According to Douglass North, institutions propose three specific features: firstly, these institutions are 

out of the control of individuals like many environmental and natural factors. Secondly, they define the 

rules of the game and form the behavior of individuals. Thirdly, they affect the individual's motivation 

(North, 1982).  

The main goal of studies related to institutions is to express institutions' features, which contribute to 

economic successes, such as the effect of legal institutions on different types of trade contracts 

(Acemoghlu, Robinson, 2010). 

There are different institutions in societies owing to different social and political reasons. Institutions 

may be different in a society with a democratic political structure rather than a society with a dictatorship 

structure, even communities with close democratic structures considering the power distribution between 

social groups and classes. The democratic structure may vary from weak to strong in different societies. 

North's definition includes a wide range of aspects. This perspective may have some pros and cons. It can 

provide the field for extensive empirical and theoretical studies without any limitations caused by 

scientific boundaries. On the other hand, limited knowledge of specific institutions' effect might be 

obtained due to the extensive scope of the subject (Acemoghlu, Robinson, 2010). 

2-2- Institutions and Economic Growth  

Economists tend to find the main economic growth sources with emphasis on historical data and 

growth counting in the context of the effect of social and political factors on economic growth. In recent 

decades, many growth economists have confirmed the idea that institutional structures, particularly 

property rights as well as rights and responsibilities raised in a system of contractual relations are the 

critical source of long-run economic growth (Radygin, 2008).    

Followed by studies conducted by some economists such as North (1981), Jones (1981), and Olson 

(1981), various empirical studies were conducted on the effect of institutions on the economic growth 

and performance by other economists. The main questions of these studies have been based on three 

goals. First, whether institutions affect economic growth or not. Second, how can explain and evaluate 

the institutional factors affecting economic growth? Third, how the classical growth models should be 

adjusted to examine the significance of institutions' effect on economic growth? 

Knack and Keefer (1995) carried out a cross-country study on 97 countries during 1974-1989 and 

found a significant impact of institutions on investment and economic growth. Some other economists 

(Barro) also found similar results.  

Hall and Jones (1999) examined 127 countries and concluded that the difference between their 

institutions led to a considerable difference between their capital accumulation, education, and 

productivity growth. Rodrik (2004) considered the rule of law as a proxy of institutions and found the 

significant impact of institutions in economic growth. Acemoghlu (2006) also introduced the institution 

of private property rights as the most substantial determinants of economic growth, investment, and 

financial development. Some other economists also studied the difference between institutional factors 

of countries and examined the correlation between these variables and the economic performance of 

countries. For instance, Knack and Keefer (1995), Mauro (1995), and Djankov (2002) examined the effect 
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of some factors such as property rights, corruption, and regulations of entry, respectively on the economic 

performance of some countries.  

 

Model, Methodology, and Data  

Dawson Model (1998) was employed in this paper. This model has been designed based on the Solow 

Growth and adjustments made by Mankiw (1992), which has been employed by Ahmad and Hall (2012) 

to examine the effect of some institutional factors, including control of corruption in the economic growth 

of Southeast Asian Countries. Some adjustments were done in this model to consider the effect of 

institutions and variable control of corruption. First, the Cobb-Douglas function is considered, which 

exhibits constant returns to scale but diminishing return to individual factors:         

 

𝑌𝑖𝑡 = 𝐾𝑖𝑡
∝(𝐴𝑖𝑡 . 𝐿𝑖𝑡)1−∝(1) 

 

Where 𝑌 is the real output, K is the physical capital, and L indicates the amount of labor. A represents 

a labor-augmenting technology and is assumed to grow exogenously at rate g. The standard derivation of 

steady-state income per capital function then will be:    

𝑙𝑛𝑦𝑖𝑡 = 𝑙𝑛𝐴0 +  𝑔𝑡 +  
∝

1−∝
 𝑙𝑛𝑠𝑖𝑡 −

∝

1−∝
ln(𝑛 + 𝑔 + 𝛿)𝑖𝑡           (2) 

 

Where 𝑠𝑖𝑡 represents physical capital, n is the rate of population growth, g is technological progress, 

and δ is the depreciation rate. all parameters are constant and exogenous.   

The primary reason for use of the Solow Growth Model by Mankiw was due to its shift parameter of 

A, which reflects not just the effective labor, but also other factors such as environmental conditions and 

institutions. In this model, the institution affects economic growth through total factor productivity. 

Accordingly, the function of A will be as follows:    

𝐴𝑖𝑡 = 𝐴0𝑒𝑔𝑡+𝐼𝑡        (3) 

 

Accordingly, the implicit assumption of the model is that the institution variable shows its effect via 

productivity not via the investment parameter (𝑠𝑖𝑡).   

Following equation will be obtained by incorporating Equation (1) with Equation (3):   

 

𝑙𝑛𝑦𝑖𝑡 = 𝑙𝑛𝐴0 + 𝑐𝑡 +  𝑔𝑡 +  
∝

1−∝
 𝑙𝑛𝑠𝑖𝑡 −

∝

1−∝
ln(𝑛 + 𝑔 + 𝛿)𝑖𝑡         (4) 

 

This model can be modified by considering of error term and time-section parameters. This is indeed 

the core model of this paper.  

 

𝑙𝑛𝑦𝑖𝑡 − 𝑙𝑛𝑦𝑖𝑡−1 = 𝛽0 + 𝛽1𝑙𝑛𝑦𝑖𝑡−1 + 𝛽2𝐼𝑖𝑡 + 𝛽3𝑙𝑛𝑠𝑖𝑡 + 𝛽4ln(𝑛 + 𝑔 + 𝛿)𝑖𝑡 + 𝜇𝑡 + 𝛾𝑡 + 휀𝑖𝑡    (5) 

 

Model variables and data were collected, as explained herein.  

Yit: represents real per capita income that was extracted from PWT data for studied countries during 

2002-2014.  
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Sit: indicates physical capital in the model. The investment share of GDP is the proxy of physical 

capital, and relevant data were collected from PWT for the studied period.  

ln(𝒏 + 𝒈 + 𝜹)it: according to some relevant studies including Hoeffler (2002), Caselli and colleagues 

(1996), Islam (1995), and Ahmad and Hal (2012), the sum of technical progress and depreciation rate 

(g+δ) considered as a constant rate of 5% for different countries. The population growth rate was 

measured based on the PWT data collected for the relevant variable.  

hc: represents human capital based on the human capital index calculated in PWT data.  

op: trade openness index was calculated by summing up exports and imports share of GDP based on 

the PWT data.  

g: government's expenditure share of GDP, which its data were collected from PWT.  

The studied period was chosen between 2002 and 2014 based on the available data. This period was 

divided into four sections of 2002-2004, 2005-2007, 2008-2010, and 2011-2014. Dependent variables 

were measured in two forms of initial variables and mean of variables within different periods. According 

to the UNCTAD division (2008), 22 countries were chosen as oil countries of which 17 countries were 

studied considering the available data of variables. The relevant data of institutional factors affecting the 

economic growth (including six variable Voice and Accountability (VA), Political Stability and Absence 

of Violence (PSA), Government Effectiveness (GE), Regulatory Quality (RQ), Rule of Law (ROL), and 

Control of Corruption (COC)) were collected from WGI-related data published by World Bank. Dynamic 

Panel Data Method was used to estimate the model through ox software.  

Johnson's Relative Importance Technique was employed to assess the weight importance of 

institutional factors in influencing economic growth. Regarding the correlational nature of these 

institutional factors that are influenced by the conditions of different countries, Johnson's Relative 

Importance Technique can be used as an appropriate method to examine the relative weight of 

institutional factors, the effect on economic growth. This technique is applicable in the case of 

intercorrelated independent variables. The case of determining the relative importance of independent 

variables in explaining dependent variables has received considerable attention in recent years. Relative 

importance indicates the relative contribution of each variable in R2. Regarding the calculation of 

variable's contribution, both direct effect (its correlation with dependent or criterion variable) and indirect 

effect when combined with other independent variables are taken into account (Johnson & Lebreton, 

2004).    

Regression analysis is a method used by researchers in majority studies to measure the relative 

importance of independent variables. However, regression coefficients are insufficient for indicating the 

importance of each independent variable when there is a correlation between independent variables. This 

is because the effect of an independent variable on a dependent variable is considered when other 

variables of dependent effects are assumed as constant rate. In those researches that include several 

independent variables that have intercorrelation to each other, the relative weights (or importance) method 

is used. This technique indicates the direct effects of each independent variable on the dependent variable 

as well as the effect of independent variables when combined with each other on the dependent variable. 

The relative importance or weight shows the contribution of each dependent variable (predictor) made to 

the total R2 of the model. Two methods can be used to calculate relative importance and achieve similar 

results. Dominance Analysis is a method used to measure relative importance that has been developed by 

Budescu (1993). Another method is Johnson's technique (2004), which is simpler and newer than 

dominance analysis (Budescu) and has been used in the extant study.  

When there is a correlation between independent variables, variable change is used as the most 

appropriate method to measure the relative importance of each independent variable in explaining the 

dependent variable. In this method, orthogonal variables are used to examine the relative importance. 

Therefore, the first step is taken by measuring those variables that have intercorrelation to independent 

variables while there is not any correlation between these orthogonal variables. Orthogonal variables are 

achieved as explained herein. If the n×1 vector of the dependent variable is indicated by Y and the n×p 

vector of independent variables is indicated by X and all variables are standard, then Matrix X can be 

designed using singular values decomposition as follows:             
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𝑋 = 𝑃∆𝑄′(6) 

 

Where, where P is the eigenvalues vector of XX′ , Q is the eigenvalues vectors of X′X, and∆ is a 

diagonal matrix containing the singular values of X. 

 

𝑍 = 𝑃𝑄′              (7) 

 

Calculating values of Matrix Z, βK (regression coefficients of y on Z) and λJK (regression coefficients 

ofxjon ZK) values can be calculated. Finally, the weight of each variable can be measured using the 

following formula in explaining the dependent variable.  

 

휀1 = λ11
2 𝛽1

2 + λ12
2 𝛽2

2 + λ13
2 𝛽3

2(8) 

 

 

In this research, six institutional variables (X1,  X2, … X6) are considered independent variables that 

affect economic growth. This method is applicable through MATLAB software. Furthermore, Johnson 

has proposed a program in which this method can be implemented using SPSS software.  

 

2- Model Estimation and Data Analysis  

This study aimed at examining the effect of institutions on the economic growth besides the weight 

importance of institutional factors affecting the economic growth in developing countries divided into 

two oil and non-oil categories. To this end, Johnson's weight importance technique was employed to 

identify the weight importance of studied variables.   

 

4-1- Estimation of Weight Importance of Coefficients Based on the Countries' Scales  

Regarding the estimation of coefficients based on the countries, an individual weight coefficient was 

considered for each country during the studied period. Since this estimation emphasizes the characteristics 

of each country and institutional factors are under the direct effect of such characteristics, this is more 

reliable rather the time-base estimation. Estimation results of weight coefficients in oil developing 

countries have been reported in Table 1. According to the average weight coefficients of institutional 

factors in oil-producing developing countries indicated that GE (20.8%), RQ (19.6%), and COC (18%) 

had the highest weight coefficients, respectively, among institutional factors affecting the economic 

growth of oil-producing developing countries. The weight coefficient of each developing country has 

been estimated and shown in Table 1.  

 

Table 1. weight importance of institutional factors affecting the economic growth of oil-producing 

developing countries based on johnson's technique (countries' scales) 

Country-

based 

coefficients 

COC ROL RQ GE PS VAC Country-

based 

coefficients 

COC ROL RQ GE PS VAC 

Nigeria  6.7% 25.0% 14.4& 16.5% 29.5% 8.0% Algeria  16.5% 5.9% 23.9% 38.9% 13.3% 1.5% 

Qatar  12.3% 19.4% 22.0% 25.5% 15.5% 5.3% Angola  14.9% 10.8% 20.2% 24.2% 24.6% 5.2% 
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Saudi 

Arabia 

42.8% 17.1% 1.4% 29.1% 5.5% 4.1% Bahrain  5.2% 24.7% 7.8% 45.8% 14.0% 2.6% 

Sudan  13.1% 18.5% 24.7% 9.8% 12.5% 21.5% Brunei  8.9% 6.4% 16.1% 41.9% 13.4% 13.4% 

Trinidad 

and 

Tobago 

14.3% 10.6% 31.8% 4.2% 16.5% 22.6% Congo  31.2% 25.6% 14.7% 6.5% 20.0% 1.9% 

Emirate  18.7% 9.7% 6.4% 34.0% 5.1% 26.1% Ecuador  5.3% 26.5% 43.3% 12.6% 8.0% 4.4% 

Venezuela  30.2% 19.6% 14.3% 12.4% 10.0% 13.5% Gabon  9.9% 6.0% 27.1% 10.2% 43.8% 3.0% 

Yemen  17.0% 4.7% 10.7% 31.8% 33.4% 2.4% Iran  41.6% 25.4% 11.1% 1.2% 18.7% 1.9% 

       Kuwait  19.8% 15.3% 44.6% 9.4% 0.8% 11.0% 

Source: Findings 

Model Estimation Results of Oil-Producing Developing Countries  

A: Effect of Institution Index on Economic Growth 

Like, two other studied groups of countries, the institution index was first entered into the model and 

its effect on the economic growth was analyzed to examine the effect of institution on the economic 

growth of oil-producing developing countries. The model estimation results show that the initial per capita 

income had a positive and significant effect on the economic growth of oil-producing developing 

countries. Since the coefficient of this variable, as of two other studied groups of countries, was smaller 

than one, the conditional convergence hypothesis was confirmed in oil-producing developing countries. 

Moreover, estimation results indicate that physical capital had no significant effect on the economic 

growth of these countries. Besides, human capital had no significant effect on the economic growth of 

these countries. The coefficient of human capital was negative; hence, this result will be analyzed in the 

discussion on model results. Also, the economic openness degree had a positive and significant effect on 

the economic growth of these countries like two other groups. Results also showed the positive and 

significant effect of government spending on the economic growth of these countries. inflation also had 

a negative but insignificant effect on the economic growth of oil-producing developing countries.  

 

Table 2. results of model estimation for oil-producing developing countries 

Source: research calculations; * and ** indicate coefficient significance at 1% and 5% levels, 

respectively 

 

According to the estimation results of the model of the effect of the institution index on the economic 

growth of oil-producing developing countries, this effect was positive and significant at the confidence 

level of 95%. It means that the improved institution index had a positive and significant effect on the 

economic growth of oil-producing developing countries like other studied groups of countries. To 

examine the validity of torque constraints and instrumental variables used in the estimated model, the 

Sargan test was used. It was seen that the values obtained from the Sargan test of the estimated model 

were greater than 5%. Therefore, the H0 (validity of instrumental variables) hypothesis was not rejected 

and the validity of torque constraints was confirmed. Arellano-Bond test was used to examine the lack of 

Model 

variables  

Consta

nt  

LNYt LNKt ln(g+δ

+p)t 

HCt Gt OPENN

ESt 

Pt INSTITUT

ION 

Coefficient

s  

-

0.01917

87 

0.6795

30 

-

0.1580

10 

0.0567

114 

0.172

356 

0.172

356 

0.17036

4 

-

0.6746

05 

0.374995 

P-value  (0.498) (0.000

) ** 

(0.325

) 

(0.662) (0.203

) 

(0.039

) * 

(0.030) 

* 

(0.103) (0.047) * 

AR(2) test 0.615 Sarga

n 

1.000 
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second-error correlation. Results showed that P-values in the estimated model was greater than 5%. 

Hence, the H0 (lack of second-order correlation) hypothesis cannot be rejected. 

 

B: Effect of Institutional Factors on the Economic Growth of Oil-Producing Developing 

Countries  

Six models were designed for oil-producing developing countries to examine the effect of institutional 

factors (control of corruption (COC), rule of law (ROL), regulatory quality (RQ), government 

effectiveness (GE), political stability and absence of violence (PS), and Voice and Accountability (VAC)) 

on the economic growth of these countries.   

 

Table 3. results of model estimation of effect of coc on economic growth of oil-producing 

developing countries 

Source: research calculations; * and ** indicate coefficient significance at 1% and 5% levels, 

respectively 

 

Estimation results of the model of the effect of the institutional factor of COC on the economic growth 

of oil-producing developing countries indicated the negative and significant effect of COC on the 

economic growth of these countries. It means that measures taken in these countries to control corruption 

have a negative effect on economic growth. It was a notable result opposed to what was seen in other 

studied countries. According to theoretical literature and foundations, the effect of COC on growth 

generated different results that will be more discussed and compared in the discussion section. In this 

model, the validity of instrumental variables and lack of second-order correlation was confirmed by using 

Sargan and Arellano-Bond tests.  

According to the estimation results of the model of the effect of ROL on the economic growth of oil-

producing developing countries, this effect was positive and significant at the confidence level of 95%. 

This relation indicates the positive and significant effect of citizens' trust in rules, property rights, the 

judicial system, and police on economic growth. In this model, the validity of instruments and lack of 

second-order correlation was confirmed.   

 

Table 4. results of model estimation of effect of rol on economic growth of oil-producing 

developing countries 

Model 

variables  

Constant  LNYt LNKt ln(g+δ+p

)t 

HCt Gt OPENNE

St 

Pt COCt 

Coefficie

nts  

0.00096208

1 

0.45347

0 

0.2450

23 

0.552744 -

0.066692

6 

0.14066

0 

0.393896 -

0.71746

2 

-

1.09693 

P-value  (0.963) (0.003) 

** 

(0.028) 

* 

(0.015) * (0.008) 

** 

(0.040) 

* 

(0.003) ** (0.039) 

* 

(0.003) 

** 

AR(2) 

test 

0.996 Sargan 1.000 

Model 

variables  

Constant  LNYt LNKt ln(g+δ+p)

t 

HCt Gt OPENNE

St 

Pt ROLt 

Coefficie

nts  

-0.127953 0.4737

47 

-

0.048032

1 

0.499093 -1.67627 0.51190

3 

1.74295 -

0.87667

9 

1.87616 
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Source: research calculations; * and ** indicate coefficient significance at 1% and 5% levels, 

respectively 

Estimation results of the model of the effect of the institutional factor of RQ on the economic growth 

of oil-producing developing countries indicated a positive and significant effect of this factor on the 

economic growth of these countries. It means that the higher the government ability in adopting private 

sector-strengthening policies in oil-producing developing countries, the higher improved the economic 

growth of these countries. In this model, the validity of instrumental variables and lack of second-order 

correlation was confirmed by using Sargan and Arellano-Bond tests.  

 

Table 5. results of model estimation of effect of rq on economic growth of oil-producing developing 

countries 

Source: research calculations; * and ** indicate coefficient significance at 1% and 5% levels, 

respectively 

 

According to estimation results of the model of the effect of GE on the economic growth of oil-

producing developing countries, this effect was positive and significant at the confidence level of 90% 

while this effect was insignificant at the confidence level of 95%. Results have reported in Table 6. This 

relation indicates the positive and significant effect of improved quality of public services, quality of civil 

services, and independence of these services from political pressures as well as implementation quality 

of public policies and government's commitment to such policies on the economic growth of studied 

countries. In this model, the validity of instruments and lack of second-order correlation was confirmed.   

Table 6. results of model estimation of effect of ge on economic growth of oil-producing developing 

countries 

Source: research calculations; * and ** indicate coefficient significance at 1% and 5% levels, 

respectively 

Estimation results of the model of the effect of the institutional factor of PS on the economic growth 

of oil-producing developing countries indicated the insignificant effect of this factor on the economic 

P-value  (0.492) (0.040) 

* 

(0.828)  (0.626)  (0.183)  (0.006) 

** 

(0.047) ** (0.310)  (0.012) ** 

AR(2) 

test 

0.072 Sargan 1.000 

Model 

variables  

Constant  LNYt LNKt ln(g+δ+p)

t 

HCt Gt OPENNE

St 

Pt RQt 

Coefficie

nts  

-0.272689 0.65123

0 

-

0.099633

5 

0.078202

5 

-

0.050101

8 

0.10588

9 

0.182824 -

0.39209

4 

0.562775 

P-value  (0.326) (0.000) 

** 

(0.428)  (0.506)  (0.384)  (0.026) 

* 

(0.021) * (0.121)  (0.034) * 

AR(2) 

test 

0.768 Sargan 1.000 

Model 

variables  

Constant  LNYt LNKt ln(g+δ+p)

t 

HCt Gt OPENNE

St 

Pt GEt 

Coefficie

nts  

-0.0283137 0.84137

6 

2.69019 2.43811 -

0.55056

8 

2.59608 0.946680 -

2.18339 

4.21355 

P-value  (0.553) (0.000) 

** 

(0.004) **  (0.025) *  (0.018) 

*  

(0.011) 

* 

(0.028) * (0.005) 

**  

(0.057) * 

AR(2) 

test 

0.124 Sargan 1.000 
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growth of these countries. In this model, the validity of instruments and lack of second-order correlation 

was confirmed.   

Table 7. results of model estimation of effect of ps on economic growth of oil-producing developing 

countries 

Source: research calculations; * and ** indicate coefficient significance at 1% and 5% levels, 

respectively 

 

According to the estimation results of the model of the effect of VAC on the economic growth of oil-

producing developing countries, this effect was positive and significant at the confidence level of 95%. 

This relation indicates the positive and significant effect of empowerment of citizens in electing the 

government and ability to protest or express their ideas on the economic growth of these countries. In this 

model, the validity of instruments and lack of second-order correlation was confirmed.  

Table 8. results of model estimation of effect of vac on economic growth of oil-producing 

developing countries 

Source: research calculations; * and ** indicate coefficient significance at 1% and 5% levels, 

respectively 

 

Discussion  

Model estimation results regarding the effect of institutions on the economic growth of oil-producing 

developing countries indicated a positive and significant effect of this factor on economic growth. This 

finding was in line with results obtained by Behoudi and colleagues (2012), Mehmet and Chris (2004), 

Martha (2010), Mahyudin and Nur Fakhzan (2012), Flashaire and colleagues (2011), Siddiqui and Ahmed 

(2010), Knack and Keefer (1995), Hall and Jones (1999), Rodrik (2004), Acemoglu (2006). 

Results of model estimation also showed the positive and significant effect of the lagged variable of 

per capita income on economic growth. Since the coefficients were smaller than one, the net value of 

these coefficients will be negative. This result is in line with the theoretical framework of the neoclassical 

growth model based on the negative relationship between primary per capita GDP and economic growth 

(conditional convergence hypothesis). Therefore, the conditional convergence hypothesis was confirmed 

in both groups of studied countries.    

Model 

variables  

Constant  LNYt LNKt ln(g+δ+p)

t 

HCt Gt OPENNE

St 

Pt PSt 

Coefficie

nts  

0.22230 0.49256

4 

1.77700 -2.78310 -

0.22704

6 

1.45608 1.49654 1.17603 -0.136415 

P-value  (0.082) (0.000) 

** 

(0.040) *  (0.007) **  (0.042) 

*  

(0.008) 

** 

(0.002) ** (0.129)  (0.753)  

AR(2) 

test 

0.070 Sargan 1.000 

Model 

variables  

Constant  LNYt LNKt ln(g+δ+p)

t 

HCt Gt OPENNE

St 

Pt PSt 

Coefficie

nts  

0.0199105 0.71988

9 

0.127060 -0.817907 0.15528

1 

0.28822

0 

0.239742 0.32190

0 

1.4140 

P-value  (0.498) (0.000) 

** 

(0.567)  (0.027) *  (0.362)  (0.005) 

** 

(0.020) * (0.599)  (0.011)  

AR(2) 

test 

0.146 Sargan 1.000 
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Physical capital and human capital had a positive and significant effect on the economic growth of 

non-oil developing countries, which is in line with theoretical foundations and conventional theories. 

However, these two variables showed different effects on oil-producing developing countries. In this 

context, the effect of physical capital on economic growth was estimated in seven models of which four 

models showed an insignificant effect, and three models found the negative effect of this factor on 

economic growth. However, some studies conducted on the effect of physical capital on the economic 

growth of oil-exporting countries emphasized that increased civil projects and long-run investment may 

lead to a negative effect on the growth due to rent-seeking actions, corruption, and low productivity rate 

of projects. They argue that the result is based on the Resource Curse Theory. These studies explain that 

adverse allocation and waste of resources in civil projects as well as low quality and investment efficiency 

are some factors causing negative effects of resources-derived income on the long-run production 

(Mehrara & Keykha, 2008, P. 70).  

Unlike the non-oil developing countries, the effect of human capital on the economic growth of oil-

producing developing countries was different so that human capital coefficients were negative in six 

models out of seven estimated models. In the three models also these negative coefficients were 

significant. These results were matched with some studies on oil countries. Behboudi and colleagues 

(2009) examined the impact of human capital on the economic growth of oil countries using various 

indicators. All indicators had a negative and significant effect on economic growth. This finding is 

matched with the results of the present study. Trade openness had a positive and significant effect on 

economic growth, which admits the expected results. Inflation had a negative but insignificant effect on 

the economic growth in studied countries. This finding met the theoretical predictions.  

Government expenditure had a positive and significant effect on the economic growth of oil-producing 

developing countries. There is not any definite consensus between economists and economic theories 

regarding the relationship between government expenditure and economic growth. Besides, some 

evidence from developing and developed countries shows that excessive government expenditure in the 

economy causes a negative effect on economic growth. There are three general economic theories in the 

context of government expenditure and economic growth. According to relevant studies, there might be 

a positive, negative, or neutral association between government expenditure and economic growth 

(Golmoradi & AnjomShoaa, 2015, P. 94).  

Examination of the effect of institutional variables on economic growth indicates that two institutional 

factors of rule of law, accountability, and regulatory quality have a positive and significant effect on 

economic growth. Government effectiveness and political stability have no significant effect on the 

economic growth in oil-producing developing countries. There are various perspectives, both 

theoretically and empirically, on the effect of economic corruption on economic growth. Many 

researchers argue that economic corruption would imbalance the optimal allocation of economic 

resources causing a negative effect on economic growth. Various empirical studies have confirmed this 

approach. Mo (2001) explored the effect of corruption on the economic growth of 49 countries that 

experienced economic corruption. Results showed that a 1% increase in corruption led to a 0.72% decline 

in economic growth. In other words, a one-unit increase in the corruption index led to a 0.545% reduction 

in economic growth. Akai and colleagues (2005) carried out a study to examine the effect of economic 

corruption on the growth in the USA during the short-run (1998-2000), mid-run (1995-2000), and long-

run (1991-2000) spans. Results showed that economic growth had no significant effect on the economic 

growth in the short span while had a negative and significant effect in middle and long spans. Akva 

studied the effect of corruption on the economic growth of African countries and found the negative and 

significant effect of corruption on the economic growth of these countries. In this case, one unit increase 

in corruption led to a 0.75-0.9% reduction in corruption.   

Kutan and colleagues (2007) studied the mentioned relationship in Middle Eastern, North African, and 

Latin American countries during 1993-2003. The main result of this study shows that cultural, 

geographical, and natural differences can generate different perspectives about the effect of economic 

corruption on growth. Results show that corruption can negatively affect the growth of middle eastern, 

and north African countries while this effect is insignificant in Latin American countries. Taghavi and 

colleagues examined the effect of administrative or bureaucratic corruption on the economic growth in 

OPEC countries using the simple regression model. They found the negative and significant effect of 
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corruption on the economic growth of OPEC countries (Taghavi et al., 2011). Fiorino (2010) studied the 

abovementioned association in 20 Italian regions during 1980-2004. Results confirmed the negative and 

significant effect of corruption on economic growth. Several other studies have also proved the negative 

and significant effect of corruption on economic growth.  

However, there is a disagreement between researchers regarding the effect of corruption on economic 

growth. Some assume that economic corruption might be useful for growth since economic corruption 

can positively affect economic growth by strengthening bureaucratic efficiency (Huntington, 1968; 

Acemoghlu, 1998). According to this assumption, economic corruption serves as grease for the rigid 

wheels of the governmental administrations to facilitate and accelerate affairs done by economic actors 

(Hodge, 2009). Leff (1964) believes that economic corruption can provide the field for the development 

of economic and entrepreneurial measures by controlling risk and uncertainty as well as accelerating the 

bureaucratic measure taken by employees. In this case, corruption boosts economic growth. He explains 

that economic corruption creates a positive collaboration between the private and public sectors so that 

government employees will support the developmental programs designed by the private sector. In other 

words, economic corruption can match the interests and private and public sectors. Lui (1985) examines 

the allocation of governmental permissions to private firms based on the queue model. He argues that 

those firms that value the time pay bribes to accelerate the allocation process and obtain the license or 

permission rapidly. In other words, corruption can serve as an accelerator for the government's 

employees. Beck (1986) and Lien (1986) explain, based on the auction model, that efficient companies 

generally afford to use higher briberies to accelerate administrative affairs of such efficient companies. 

Acemoglu (1988, 2000) expresses that the government's presence is necessary to guarantee contracts and 

property rights. Government' interference in the process of solving market failures is a necessity although 

such intervention may cause economic corruption. Under such circumstances, therefore, optimization 

should be implemented, not just control of corruption. Full control of corruption and property rights 

actualization requires taking some measures, such as rising salaries of government employees that, in 

turn, cause non-optimal employment in the public sector. Therefore, the optimum conditions should allow 

a minor level of corruption in exchange for waiving the achievement of guaranteed contracts and property 

rights. However, such an exchange rate may experience a high level in the least developed countries.  

 

Conclusions and Recommendations 

Model estimation results indicated the positive and significant effect of institutions on the economic 

growth of oil-producing developing countries. Accordingly, any reformative measures taken to improve 

the institutional quality has a positive and significant effect on the economic growth of developing 

countries. Moreover, results of the effect of institutional factors on the economic growth of oil-producing 

developing countries showed that three institutional factors of ROL, VAC, and RQ had a positive and 

significant effect on the economic growth of developing countries. among these factors, institutional 

factors, including GE and PS had no significant effect on the economic growth of studied countries. The 

notable point of the effect of institutional factors on economic growth is about the negative and significant 

effect of the institutional factor of COC on the economic growth of studies countries. This point confirms 

the efficient corruption hypothesis in these countries. Considering the significant effect of institutional 

factors on the economic growth besides the weight importance of institutional factors, it is suggested 

taking some reformative measures regarding the institutional quality of oil-producing developing 

countries based on the primacy of regulatory quality, rule of law, and voice and accountability. The effect 

of the institutional factors of COC on economic growth is a complicated case in oil-exporting countries 

due to the negative effects of institutional reforms, in form of COC, on economic growth. Hence, 

policymakers should pay attention to such effects and consequences through Control of Corruption 

mechanisms. 
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