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Abstract: Nowadays the existence of artificial intelligence (AI) and convolutional networks had led to 

significant progress in machine vision. Machine vision can automatically perform many tasks that are 

difficult and arduous and have a high error for humans. One of these difficult tasks is the determination 

of gender that nowadays has many applications. Using AI and machine vision to determine gender can 

speed up this process. Deep neural networks have had significant progress in comparison to other 

common machine learning methods but the number of parameters and calculations is one of the major 

issues of these networks. In this paper, we have presented a real-time deep neural network model that 

performs gender recognition faster and with fewer calculations by reducing the model parameters and 

calculations. The proposed model is a rather light model and a mixture of multifold filters that have been 

trained and tested on three datasets Wikipedia, Audience, Celeba.   

Keywords: Deep learning network, Convolution layers, Gender classification, Real time detection 

system, Multifold filters, Depthwise separable convolution  

1. Introduction   

When people meet each other, visual information plays an important role. When we look at 

somebody's face, not only do we understand who they are, but we collect information about their gender, 

race, age, and current mental status based on their moods. Gender classification and recognition of a 

person are based on their face. This is a simple task for humans, but a complex one for machines. Gender 

classification can be important in the interaction of man and machine. Also, this is a useful preprocessing 

step in face recognition. A computer system equipped with a gender classification functionality has 

extensive applications in basic and applied research such as human and machine connection, security, 

law enforcement, demographic studies, psychology, education, telecommunication, etc. Face 

recognition has been studied by many researchers. But only a few works have paid any attention to 

gender classification. Faces are used for gender classification, therefore the process of gender 

classification can double the face recognition process speed by reducing the search time for identifying 

the individual.  

Gender classification is a subject that was first presented in psychological studies. These studies have 

focused on understanding human visual processing and finding the key features used for classifying 

women and men. Studies show that you can use the differences between male and female faces to 

improve the performance of face recognition software in biometrics, human and machine interaction, 

monitoring, and machine vision. However, the challenge in real-world is how to deal with factors such 

as lighting, gesture, facial expressions, obstruction, and background information, for this, we can train 

a model based on rich and real world-like datasets, therefore this paper has used Wikipedia, Audience 

and Celeba datasets which are close to reality. This is also a challenge in developing face-based real-

time gender classification systems that have a high classification accuracy and proper performance in  

real-time.  

7558  

 

    
    

Research Article     



The Effect of Debt Diversification on Firm Value and Stock Price Crash Risk    

7559  

 

In this paper, we use a new real-time gender classification method based on CNN. The main portion 

of this paper is as follows: A three-block deep CNN, in which each block has three layers and Separable 

Convulsion Depthwise layers have been used instead of Normal Convulsion layers to reduce calculation 

for real-time face-based gender classification. The network structure in comparison with other methods 

is less complex with fewer layers and neurons for learning. We have created a new algorithm in the 

convulsion layer mixture with multifold filters improving CNN performance in classification rate and 

processing speed. We have trained and tested our CNN method for gender recognition in three datasets 

and the results show that our method performed better in the number of calculations, complexity, 

accuracy, processing, and response time in comparison to the other models. The second section of this 

paper reviews related papers, the third section defines the proposed method, the fourth section presents 

the experiments, the datasets, and their results and finally, the conclusions and suggestions are presented.  

2. Related work   

[4] Proposed a neural method called Pretrained Inception that recognized the face using a model 

called Facenet. Their proposed method can be divided into three stages. First, the face in each picture is 

recognized and cropped. Second, the face pictures are given to the neural network. Third, the gender is 

classified using adjusted weights. This network used 1*1, 3*3, and 5*5 filters. The UTK Face dataset 

was used for training and testing this model. This paper analyzes all machine learning methods. [5] 

Proposed real-time deep neural network model with a unique pre-processing that uses four convolutions, 

three pooling, and two fully connected layers. The CAS-PEAL and FEI datasets were used for training 

this model and they achieved 98% accuracy in the mixture of these two sets. [6] Proposed a K-means 

clustering machine learning method using multi-feature, that first increases picture quality and contrast 

then recognized and crops the face using a deep neural network, then uses the SIFT descriptor to extract 

the features and finally perform gender classification. [7] Proposed a neural network method using the 

ICA algorithm for adjusting the weights. They extracted the face using the Viola algorithm. Then the 

features were selected using the NSGA-II algorithm and finally an artificial neural network (ANN) with 

ICA (ANN-ICA) performed the gender classification using facial components. The data used in this 

paper were extracted randomly from the Bao, Indian Face, MIT-CBCL, F EI Face and FRI CVL Face 

databases. [13] Presents a deep neural network in which facial components are selected and categorized 

using the dlib library. The proposed VGG-Face network is created from 13 convulsion layers that use 

the three Adience, Wikipedia, and Labelled Faces in the Wild (LFW) datasets with an 87.08% accuracy 

for Adience and an 98.45% accuracy for LFW. [17] Creates an age and gender classification system that 

contains two networks for classifying age and gender based on the GoogLeNet deep neural network with 

the help of the Caffe deep learning framework that classifies the gender and age of pictures recorded by 

cameras.They used the Adience and CAS-PEAL datasets [18] to train GoogLeNet. [19] Proposes a 

multifold deep neural network, which is created from a series of sub-networks and each network extracts 

different features. Each network is separately trained on the AGFW dataset, and then a voting system is 

used to combine these predictions and reaching a conclusion. The whole system of this paper consists 

of the pre-processing, deep neural networks, and the voting system stages. The main purpose of using 

multiple sub-networks is to increase the prediction accuracy and decrease overfitting. Three subnetworks 

were proposed in this method that nearly have 10 million, 5 million, and 5 million parameters for 

learning. [20] Proposes a framework that first splits the face into the different facial components and 

then automatically performs gender classification. A Conditional Random Field (CRF) based classifier 

model was trained using facial components with manual labeling and then a Random Decision Forest 

(RDF) classifier was trained for classifying faces into female or male groups. The performance of this 

proposed method was measured in the Adience, LFW, FERET, and FEI datasets with an accuracy of 

91.4%, 94.4%, 100%, and 93.7% accordingly.  

3. Proposed method  

     The proposed method is in real-time that uses neural networks because of their high capabilities based 

on six ideas; Fig. 1 shows the architecture of the proposed deep learning network. The first idea was 
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using Depthwise Separable Convolution layers instead of normal Convolution layers which will 

considerably decrease the number of calculations and learning parameters. The second idea is using 

Global Average Pooling layers instead of flatting after the last block and using Full Connected layers. 

The third idea removes Full Connected layers from the network which caused an increase in the 

computational load and overfitting. The fourth idea was using filters with different kernels which allows 

the network to extract different features and present a more accurate classification. The fifth idea was 

concatenating the layer outputs with different filters in each block and forwarding them for the input of 

the next block layers independently which are opposite to the last method of trying to connect layers 

with similar filter kernels. The sixth idea was using the least possible parameters and gaining the most 

possible accuracy. In other, for the model and network to be suitable for real-time purposes, the proposed 

model requires to have limited calculations and learning parameters.   

  

The proposed model uses Depthwise Separable Convolution layers instead of normal Convolution to 

solve this important problem because they use around 1/n fewer parameters and calculations in 

comparison with normal Convolution layers which as the network becomes deeper, the calculations and 

speed difference of these two layers become more and more prominent; therefore our proposed method 

fully used Depthwise Separable Convolution layers alongside the Inception module in the network 

structure. Depthwise Separable Convolution is a great idea in real-time systems because of its need for 

fewer calculations and learning parameters in comparison with normal Convolution layers; Fig. 2 shows 

how these layers work. Depthwise Separable Convolution separates filters into two parts, first the deep 

is separated and peer-to-peer channels are multiplied, and the second step creates 1*1 kernels in the 

multiplication depths, and the final form is created after the Convolution. For example, if our filter   

  

Fig. 1.  The Architecture of the proposed network.  

 

 

 

is like a 3*3*32 in which 32 is channel depth, this layer seperates that into two 3*3*1 and 1*1*32 cores. 

The proposed method consists from three blocks and each block uses three layers with 5*5, 3*3 and 1*1 
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filters which similar filter depths in each block; Filter depth in the first, second and third block is 16, 32 

and 64, accordingly. In each block, the input layers are taken independetly from the output of the 

privious block and the output of each block is concatenated and forwarded to the next block.  

  

  

Fig. 2. Depthwise Separable Convolution layer execution steps.  

In the proposed method, a Global Average Pooling has been placed after the last block to prevent 

overfitting and no Full Connected layers were used. Global Average Pooling layers, as you can see how 

they work in Fig. 3, reduce the dimensions into one and remove the need for flatting the Convolution 

layer. The Global Pooling layers can be of the maximizing or averaging types. Global Pooling layers are 

an important part of Convolutional Neural Networks (CNN). They are used for gathering activations 

from spatial locations for creating a fixed vector in multiple points of the CNN. The Global Average 

Pooling or Global Max Pooling layers are used for changing Convolution features from varied values 

into a fixed value. Instead of removing sampling parts from the feature input map, the Global Pooling 

layer converts the whole map into a single value. Afterward, the layers will be directly connected to the 

classifier. There are not Full Connected layers in the network which reduces the high number of 

parameters and calculations and also the simultaneous usage of Global Pooling layers has prevented 

overfitting.  

The proposed method first receives the input using the Depthwise Separable Convolution and 1*1*32 

filters, then passes it on to the first block. Each layer receives its input indepently and there is no 

connection between these layers in each blocks, meaning that the output of one layer is not sent to 

another layer and the outputs are only concatenated with each other. The purpose of using filters with 

different kernels in each block is to extract different features so that the network could perform better in 

classification.  

  

  

  

Fig. 3. Global Pooling Layers execution  
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 The proposed network is rather light, and it would be safe to say that this network is one of the 

lightest yet strongest deep-learning networks that are appropriate for a real-time system that has around 

32,000 learning parameters and overall size of 260 kilobytes. After each layer of convolution in each 

block, the Relu activation function [21], the Batch normalization [22] and Max Pooling  are used; Adam 

was used in this model to accelerate and optimize convergence. This model is rather light and can have 

a good response time in real-time systems. The model is a mixture of Depthwise Separable Convolution 

layers and the Inception module. We have tried to keep this model light while extracting better features 

to reduce error and increase accuracy. This lightness allows the system to be better in real-time and have 

a better performance. Fig. 4 shows the implementation of the proposed network in Keras.  

  

  

Table 1. Results and comparing related works and the proposed method with different datasets   

 
                                               Capacity       Acc(%)          Acc(%)        Acc(%)-        Acc(%) 

   

 #        Param         -Wild Audience –Celeba     

    -FEI+CAS  

 
Our Method  260 KB  32000  95  91.56  60.12  -  

Arriaga et al. [25]  
833 KB  60000  95  -  -  -  

Ari et al. [3]  30 MB  7907714  -  85.9  -  -  

Khurram et al.[5]  
17 MB  4520450  -  -  -  95  

Brian et al. [13]  
VGG- 

Face  

4224395 
92.69  87.08  -  -  

3  

  

As was mentioned before, each block uses different filters. Fig. 5 shows the filters after network 

training while Fig. 6, 7, and 8 show how to extract the features of an example for each filter of each 

block. We can conclude, based on the Shape of each filter and how they extract the features, that each 

filter extract different features, and this diversity will make the network stronger, allows it to learn better, 

and perform classification with high accuracy and low error. As you can see, the first layers and the first 

block only extract simple features and the edges of the picture and as the layers get deeper, the filter 

shape blurs while extracting the features and more complex features are extracted.  
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Fig. 4. Proposed network implementation with Keras.  

  

  

  

  

  

Fig. 5. Filter shapes in blocks, after training network  

  



S. Rezaee, Y. Taqipouriani    

  

7564  

  

  

Fig. 6. Extracting the features with 5*5 filters in different blocks  

  

  

Fig. 7. Extracting the features with 3*3 filters in different blocks  

  

  

Fig. 8. Extracting the features with 1*1 filters in different blocks  

  

4. Experiments  

This paper uses the three Wikipedia, Audience, and Celeba datasets. The Wikipedia dataset includes 

62328 pictures that are graded based on their quality, the headshots or the components are not separated 

and some pictures even include unclear faces. The Audience includes 18591 pictures, some of which 

were pictures of unrelated subjects that were removed before the model learning. After the data 

preprocessing, they were sent to   



The Effect of Debt Diversification on Firm Value and Stock Price Crash Risk    

7565  

the model for learning. The accuracy of our proposed model was 95.20% on the Wikipedia set, 91.5% 

on the Audience set without pre-processing and 60.12% on the Celeba set without pre-processing. Our 

model size is equal to 260 KB; Our proposed model in comparison with other works showed a high 

speed and low numbers of calculations and parameters alongside a good accuracy which is depicted in 

Table 1.  

Table 2 compares the results of our proposed method and other related works after learning and 

testing the Audience dataset. The results show that proposed model, even with fewer parameters, was 

able to perform well, therefore more parameters and a deeper network don't necessarily correlate with 

better and more accurate results.  

  

Table 2. Compare related work on the Audience dataset[13] 

Method  

Audience  

Our Method  

Khan et al. [20]  

Levi et al. [26]  

Lapuschkin et al. [27]  

91.56  

91.4  

86.8  

85.9  

 CNNs-EML [28]  77.8  

 Hassner et al. [29]  79.3  

 Brian et al. [13]  87.8  

  

  

The real-time system operates in three steps: Input and pre-processing, prediction, printing. When 

the input is given to the system, the face is recognized, cropped, resized, predicted, and readied for the 

model to select the proper class. Fig. 9 shows the face-recognizing and size change of some samples.   

  

  

  

Fig. 9. Recognizing the face in pre-processing.  

  

In the prediction step, the model predicts the gender based on its training data and Adjusting weights, 

and then puts the gender type with a label on top of the person's face. Fig. 10 shows the complete 

recognition process for the real-time gender system.  

  

Dataset   Accuracy(%)   
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Fig. 10. Real-time gender recognition steps for a test sample from the Wiki dataset.  

  

Fig. 11 shows the results of real-time gender recognition for some randomly selected samples from 

the Wiki dataset and Figure 12 shows the same for some samples from the Audience dataset.  

  

  

  

Fig. 11. Real-time gender recognition for some random samples from the Wiki dataset.  

  

  

  

Fig. 12. Real-time gender recognition for some random samples from the Audience dataset.  

 

  

5. Conclusion  

Deep neural networks have undergone considerable progress during the last few decades and have 

drawn the attention of many researchers in most fields. These systems could be used in real-time if we 

reduce the number of parameters and calculations. Using Depthwise Separable Convolutions instead of 

Normal Convolutions is one way of reducing the parameters and calculations of known networks such 

as VGG, RESnet, Squeeze net, etc. Global Pooling can be used for preventing overfitting and the Full 

Connected layers can be removed from the end of networks. Filters have a key rule in extracting the 

features, and using different filters empowers the network to have better learning. Pre-processing the 

data is effective on the results, in this paper pre-processed datasets performed better than datasets that 
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are not pre-processed. We predict that in the future new deep learning networks will be designed that 

can work on any hardware which will make these networks even lighter and faster than before, and this 

will make a considerable amount of researchers interested in real-time systems in deep learning 

networks.   
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