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Abstract: The current work deals with an intelligent application that uses machine learning to analyze and attribute the 

resulting seismic data to improve and predict the locations of exploration, drilling, and production operations in petrophysical 

oil. Statistical analyzes of exploratory data analysis (EDA) were used to extract seismic features. This follows the application 

of two intelligent approaches of Recurrent Neural Networks (RNN) and K-Nearest Neighbors (KNN) to predict porosity. The 

parameters of seismic data with different seismic attributes were detected at the site by the seismic time-series method. The 

long-term memory (LSTM) algorithm is the most appropriate way to handle serial data. LSTM has a high capacity for data 

structure manipulation, which is applied for porosity prediction. Which depends a lot on choosing the best attributes? The two 

approaches evaluate by absolute error (MAE) and root means square error (RMSE). The results for both models used showed 

that using (LSTM) is more effective than using (KNN) in predicting porosity through seismic data, where the mean absolute 

error was obtained. (MAE) 0.017, while with KNN the mean absolute error (MAE) is 0.260 and the results showed that the 

model used can predict porosity very effectively. 
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1. Introduction 

The analysis of seismic and micro-seismic data in the oil industry has evolved into a massively data-intensive 

industry[1]. It is mainly involved from the knowledge of reservoir properties, which has attracted considerable 

interest due to its ability to monitor the development of unusual oil fields[2]. It is important to review some key 

ingredients of micro-seismic data processing, such as data acquisition, characteristics of micro-seismic events, 

events such as that concerning event location and relocation as well as the source of mechanism analysis. The 

uncertainties and issues of the current processing workflow must be included, which is critical to integrate the 

micro-seismicity into reservoir sensors [3]. Information storage takes a long time due to frequent backflow which 

is mostly due to insufficient measurement of error of signals flowing backward.  Hochreiter briefly reviews the 

analysis of this problem, by addressing it by introducing a novel, efficient, gradient-based method called Long 

Short-Term Memory (LSTM) [1][3]. It can minimize the time of steps exceeding one thousand by enforcing 

constant error flow at a constant time unit. It is local in space and time; its computational complexity per time step 

and weight is negligible[4]. In this study, our experiments with local data include standardized, distributed, and 

real-valued representations. Our results are crystallized through the use and comparison of machine learning 

algorithms. Since regression algorithms are one of the main features of supervised learning algorithms as they 

model dependencies and relationships between target output and input features to predict the value of new data. 

Deep learning algorithms such as LSTM are an important example of Sequential Recurrent Neural Network 

(RNN) [5]. Because it's faster learning and performs many Successful operations. LSTM also solves complex, 

artificial and time-consuming tasks that were not solved by previous traditional neural network algorithms[6]. 

There are two types of methods of obtaining data for the oil location, directly and indirectly, through the well 

information record and indirectly through seismic surveys, and both methods must be reliable considering the 

values of porosity and permeability and the number of available fluids, which are considered the most important 

petrophysical properties of the reservoir[7][8]. The physical properties are the main identity of the reservoir, 

through which we can predict the porosity and thus measure the specifications of the reservoir or well [9]. When 

dealing with the characteristics of the oil reservoir, we must realize the importance of building any machine 

learning model that depends on the values of those properties, as they represent the inputs to this model, such as 

neural networks and other algorithms. The outputs are porosity prediction [10]. Some wells in southern Iraq do not 
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have a (base record) or well record. These data include improving reservoir characterization and simulation, 

reducing drilling time and increasing drilling safety, optimizing production pump performance, and improving 

petrochemical asset management[11], so this research aims to predict porosity through data of seismic 

characteristics resulting from seismic surveys of reservoir sites through seismic teams deployed in wells 

locations[12]. Two models types of algorithms were used, the first is linear regression algorithms, where the 

characteristics of the seismic data were applied to a model that was designed with an algorithm such as the nearest 

neighbor regression for what is known to be a convergent, consistent, and somewhat accurate algorithm for the 

data [10][13]. The second type is the use of the Recurrent Neural Network model RNN, and one of its most 

famous algorithms that have been dealt with is the LSTM  from the data [14]. In this study, an attempt was made 

to explore the capabilities of these techniques to predict porosity in the field of southern Iraq, and also included a 

comparison between the protection of these techniques and the selection the best as below flowchart (1). 

 

2.Methodology 

1. Data collection and seismic data generation 

The process of interpreting the interior of the Earth and the information it contains, especially the physical 

properties of rocks and layers of the Earth or sediments resulting from accumulations of fluids (reservoirs), 

requires a very special type of discovery, which is the generation of seismic waves utilizing special devices, and 

these waves are returned to the Earth to be received by acoustic sensors that measure [15]. These sensors reflect 

waves as well as energy and time. In addition, there are time frequencies of wave arrival, which generate a huge 

amount of data and a realistic representation of the wave as Fig (1,2) [16]. 



Mohammed Wahab Raheem 

 

3326  

 

 Fig (1): Seismic section 

 

Fig (2): Acoustic impedance seismic attribute 

2.  Descriptive statistics and building Selected Data 

Modern management of reservoir engineering relies heavily on reservoir characterization and plays a major 

role in making decisions, improving reliability, and predicting methods. Descriptive statistics are used to give a 

general description of characteristics or a data set, such as the mean of a variable, standard deviation, or 

frequency[17]. The average of the first, second or third quartile Also, inferential statistics can help us understand 

the collective characteristics of the elements of the data sample.In this work, seismic data containing features 

were presented. These features have varying correlation rates. We try to reduce the characteristics by removing 

the values that have a very high correlation coefficient.This work uses data analyses to build the relationship 

between seismic data and petrophysical attributes [18]. Many different types of seismic features can be elicited 

from seismic data and list the common types of attributes that can be generated from seismic data Table 1  [19]. 

Table 1: common types from seismic data attributes. 
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Amplitude weighted cosine phase  

AWP 

Average frequency 

AF 

Instantaneous phase 

IP 

Amplitude envelop 

AE 

Filters 

F 

Instantaneous frequency 

IF 

Amplitude weighted frequency 

AWF 

Impedance 

I 

Dominant frequency 

DF 

 

3. Correlation Analysis for seismic data attributes. 

The coefficients of the physical properties of the Earth's layers are recorded by seismic reflections when all 

sample data are used in creating the model that predicts porosity. This leads to accuracy in predicting physical or 

porosity properties. 

4. Recurrent neural network (RNN) 

Recurrent Neural Network (RNN). A recurrent Neural Network (RNN) is a type of neural network that is 

used to process sequential data. In this work, RNN was used because the data used in building the model is 

seismic data of different periods[20]. The RNN shares weight with the outputs as the hidden layers communicate. 

This feature makes RNN different from the rest of the data-related neural networks between them in a circular 

way, which leads to the output communication with all the hidden layers, and this helps to reduce the number of 

parameters. The study uses a deep recurrent neural network to find the relationship between the properties of 

seismic (petrophysical) data to predict porosity as input the network with data as input to the output to predict the 

porosity expected from these features. This training is based on moderated training data. (RNN) is a neural 

network that simulates a discrete-time dynamical system that has an input xt, an output yt, and a hidden state ht. In 

our notation the subscript t . 

Ht= ƒh(xt,ht-1) 

Yt=ƒ0(ht) 

where fh and fo are a state transition function and an output function, respectively. Each function is 

parameterized by a set of parameters; θh and θo 

represent time [21]. And we can show the Structural-RNN architectures by fig (3) 

 

Fig (3): Structural-RNN architectures 

5. Long short-term memory (LSTM) 

The Long and Short Term Memory (LSTM) network is one of the RNN optimization tasks. It can effectively 

solve the problems of data using cascading sequences, N-1, N, N+1, and scaling, and makes the network have 
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stronger memory capacity. In addition, LSTM can also recall longer data, which has an internal "LSTM cell" 

(self-rotation) [20]. Before that, LSTM simply enforces element-by-element nonlinearity It is similar to the 

common recycling network, and each module not only has the same input and output structure but also has a gate 

control system with more parameters and information flow control [22]. The structure of the LSTM hidden layer 

is shown in C(t − 1) is the node state of the previous sequence of hidden layers, h(t − 1) is the output of the previous 

sequence of nodes of the hidden layer, x(t) is the input of the node of the hidden layer node of the current 

sequence, Ct is the node state of the hidden layer of the current sequence, h(t) is the output hidden node The class 

for the current sequenceσ is non-linear activation function sigmoid, and tanh is the hyperbolic tangent function. 

Compared with RNN, LSTM is better at learning long-term dependence between sequence data, while LSTM has 

a complex structure, multiple parameters, and slow convergence speed fig (4). 

 

Fig (4): Long short-term memory (LSTM) architectures 

6. Approach K-Nearest Neighbors Regression(KNN) 

This algorithm works on the principle that points with similar inputs have the same output, where the points 

are classified based on their similar properties in the n-dimensional chromosome. n is the number of input 

parameters[23]. KNN is a statistical algorithm used to estimate an unknown or missing value based on its nearest 

neighbor. The principle that KNN works on is (similarity of features) [24]. That is, in the sense of predicting new 

data values, this means that a value is assigned to the new point based on how similar it is to other points in the 

several exercises. Usually, points that are the closest distance are determined as the closest neighbors to the 

point. The unknowns of their surroundings. The techniques used to measure the distance between the nearest 

neighbor are numerous and often range from the most complex to the simplest, but the simplest equation can be 

taken as follows: 

ℎ(x, y) = ‖𝑥 − 𝑦‖√∑(𝑋𝑖, 𝑌𝑖)2𝑛
𝑖=1  

Where a new point is (x) and an existing point is (y) and It is used for categorical parameters. If the value (x) and 

the value (y) are the same, the distance h will be equal to 0. Otherwise h=1[23][24]. 
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Flowchart (2): flowchart for the k-nearest neighbor regression 

 

7. Model Evaluation Criteria 

To properly evaluate the performance of the model, it is necessary to choose good evaluation criteria for the 

model. There is no single efficiency criterion that can provide a complete description of the model’s 

performance, so we chose to apply two criteria for this model:  

 Mean Absolute Error (MAE) measures how far predicted values are away from observed values. We can 

calculate MAE through the following equation 𝑀𝐴𝐸 = 1𝑁∑|𝑥𝑖 − 𝑦𝑖|𝑛
𝑖=1  

 

 Root Mean Square Error (RMSE) is a measure of how concentrated the data is around the line of best 

fitWe can calculate MAE through the following equation. 

𝑅𝑀𝑆𝐸 = √∑(𝑥predicted − 𝑦observed)2𝑛𝑛
𝑖=1  

In general, RMSE is used to accurately and very effectively reflect the accuracy of prediction results, and the 

reason is due to its sensitivity in that the closer it is to 0, the more accurate the prediction results. 
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In this work, both criteria were used on two different models of algorithms, but on the same data set. 

8.  Results and discussion 

In this work, we presented a model for two approaches based on time-series data describing a type of seismic 

data for petrophysical properties. By using correlation coefficients, features are narrowed down, and features 

with high correlation are excluded in between, so that we can choose the typical features to train the model on to 

get high and perfect prediction accuracy, the data is divided into two groups and randomly, one group to train 

with 80% of the total data set and another set to test 20 % of the total data as shown in Figure (7). Indeed, the 

results of the STM algorithm were very good, as it achieved a lower error rate than what was obtained by the 

KNN algorithm, as shown in table (2). This indicates that the proposed model can give a good prediction of time-

series data and is ideal for oil exploration. 

 

Table 2—MAE, RMSE, for two model 

Criteria KNN LSTM 

MAE 0.260 0.086 

RMSE 0.295 0.092 

 

 
Figure (5): Performance validation plot for training and testing (LSTM) 

 

 

Conclusions 

The main application area of this approach is reservoir characterization. This work introduced the RNN 

approach to predicting porosity. We tried another method that uses KNN regression algorithms to see the 

appropriateness of characterizing reservoir properties using seismic data. The results showed that the prediction 

error rate was in line with the training and testing of the LSTM model, and it is much better than the results 

achieved using the KNN regression model.RNN and through one of its algorithms, LSTM, the latter providing 

better results in predicting porosity. This good accuracy of porosity prediction helped to address the uncertainty 

and uncertainty of drilling, especially in the absence of well recording data other than seismic data, enhances the 

confidence of oil industry professionals. 

 The LSTM approach and the KNN were tested on a small amount of data. These models can use a large 

amount of data in specific reservoir characterization to improve the ideal environment in the reservoir 

characterization.  
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 Machine learning has tackled the major challenges that complexity professionals have faced in dealing with 

large amounts of data and overcome mistrust in exploration and production. 

  Statistical analysis also contributed to describing and analyzing the data and giving a logical picture of the 

type and size of the data and whether it was linear or non-linear. It also gives us the correlation coefficient 

between them to choose the characteristics that can be involved in training. 

All of these improvements that the approach provides help boost the confidence of oil exploration, exploration, 

and production professionals. Also, the method used for forecasting gives us high accuracy, so we suggest using 

it with all seismic data and it is computationally inexpensive. 
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