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#### Abstract

The primary objective of this research is to discover the ideal way to solve the non-linear equation using iterative methods. This article examines and highlights the four iterative methods to dealing with non-linear equations. As a consequence of this approach, the pace of convergence between first-degree iterative procedures is explained. The graphical development is then built up utilizing the four iterative methods and the outcomes are evaluated using different functionalities. An example of the algebraic equation is presented to compare the approximation inaccuracy among the methods. In addition, two examples of algebraic and transcendental equations are utilized to verify both the optimum method and the extent of the visibly presented errors.
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## Introduction

The most prevalent problem in numerical testing is that the root of an equation is quickly identified with $f(x)$ $=0$, in which $\mathrm{f}(\mathrm{x})=0$ kinds are referred to as algebraic or transcendental.
$f(x)=a_{0} x^{n}+a_{1} x^{n-1}+\cdots+a_{n-1} x^{1}+a_{n},(a \neq 0)$
When $f(x)$ is an algebraic, transcendental, or transcendental mix, if $f(x)=0$ at $x=$ the root of the equation is only known when $f(x)=0$. The equation $f(x)=0$ is an algebraic equation of $k$ grade, such as $x 3-3 x 2+12=0$, $2 x 3-3 x-6=0$, and so on; where $f(x)$ is one of a number of functions; and where $f(x)$ is one of a number of functions, such as trigonometric, logarithmic, exponential and so on, $\mathrm{f}(\mathrm{x})=0$ is a transcendent equation, such as $x \sin x+\cos x=0$, logo In addition, numerous layers of algebraic functions are resolved by means of familiar techniques. The problems, on the other hand, are that we are trying to deal with the more severe or transcendental functions which do not need quick techniques to achieve the perfect arrangement. The use of imprecise methods offers an easy solution to these problems. Numerical methods are utilized to obtain nonlinear equation solutions. Many techniques are available to determine the root of a nonlinear equation. Many examples include graphics, Regula-falsi methods, bisection methods, Secant methods, Bairstow methods, Newton-Raphson methods, Graeffe methods for root squaring and iterative methods of Newton. R.L. In his works, he provides a few formulas for numerical methods. A.R., A.R., A.R., A.R., A.R., A.R., A.R., S.S. Vasishtha[2], Nonlinear Equations Enhancement by modified adomian decomposition process [4], Newton's Mid-point modified approach [10], a novel three-stage nonlinear equations settlement iterative process [7], Other researchers [13] found and demonstrated that Newton-fragmented Raphson's process has been accelerated Furthermore, some researchers[14] have examined the convergence of five numerical techniques. Matlab uses an interface to derive the roots of fundamental equations and unexpected articulations[15]. Moreover, some academics propose two additional compulsory methods for approximation solutions for non-linear algebraic problems[16]. In order to solve the nonlinear issue $f(x)=0$, an iterative connection was also suggested and explored,[17]. Furthermore, some other academics[18] suggest and study fully a prediction correction method based on a weighted combination of medium, squared and trapezoidal formules.
We have compared and contrasted in our working plan with current iterative approaches like the wrong positioning method, the seant method, the Newton method and the bisection method to find the optimal
strategy. This research looks at the most effective way to determine the optimal concept for non-linear equation management. The roots of non-linear equations may readily be found using the information on this page. We have also shown numerous features to achieve convincing effects with less repeatability than the above-mentioned methods.

## Objectives

The main goal of the research is to identify the best technique used by numerical methods to solve nonlinear equations. The following are the goals:
$>$ "Finding the convergence rate, the optimum solution, as well as the degree of technical error.
$>$. Comparison of the techniques available to get the optimum strategy for tackling nonlinear problems.

## 2. Materials and methods

The Newton-Raphson technique, the Secant method, the False Position Method, and the Bisection Method are all names for procedures that are used to calculate distances.

### 2.1. Newton-Raphson Method

The Newton-Raphson technique is a well-known calculating approach that is often used to determine the root of an equation, such as $f(x)=0$, where the $f(x)$ derivative is thought to equal $f$. The Newton-Raphson method is also known as the Newton-Raphson formula. (x). The Newton-Raphson method is based on a basic concept.


Figure 1. Newton-Raphson Method
The Newton method may also be accomplished by expanding the Taylor $f(x)$ function series at point $x 0$, as illustrated below:
$f(x)=f\left(x_{0}\right)+\left(x-x_{0}\right) f^{\prime}\left(x_{0}\right)+\frac{\left(x-x_{0}\right)^{2}}{2!} f^{\prime \prime}\left(x_{0}\right)+\cdots$
We may ignore the second, third, and higher words in (xx0), since it's little and we benefit from that.

$$
(x)=f\left(x_{0}\right)+\left(x-x_{0}\right) f^{\prime}\left(x_{0}\right) \ldots \ldots \ldots(1)
$$

We get $\mathrm{f}(\mathrm{x})=0$ in (1),

Hence,

$$
\begin{gathered}
f\left(x_{0}\right)+\left(x-x_{0}\right) f^{\prime}\left(x_{0}\right)=0 \\
\text { Or, }\left(x-x_{0}\right)=-\frac{f\left(x_{0}\right)}{f^{\prime}\left(x_{0}\right)} ; f^{\prime}\left(x_{0}\right) \neq 0 \\
x=x_{0}-\frac{f\left(x_{0}\right)}{f^{\prime}\left(x_{0}\right)}
\end{gathered}
$$

In general, we obtain the overall formula;
$x_{n+1}=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}$ for $n=0,1,2, \ldots$

This is known as the formulation of Newton-Raphson.
Example: Solve the equation $f(x)=x 3+2 x 2+10 x-20=0$ using the technique of Newton.
Since $f(x)=x 3+2 x 2+10 x-20=0 f^{\prime}(x)=3 \times 2+4 x+10$ Correct to five decimal points using the Newton technique for the equation.
We can now observe $f(1)=-7<0$ and $f(2)=16>0$.
The root is therefore somewhere in the range of 1 and 2 .
We know Newton's formula as follows;

$$
\begin{aligned}
x_{n+1} & =x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \\
\text { Or, } \quad x_{n+1} & =x_{n}-\left[\frac{x_{n}^{3}+2 x_{n}^{2}+10 x_{n}-20}{3 x_{n}^{2}+4 x_{n}-10}\right]
\end{aligned}
$$

After the right side yields are solved;

$$
x_{n+1}=\frac{2\left(x_{n}^{3}+2 x_{n}^{2}+10\right)}{3 x_{n}^{2}+4 x_{n}-10}
$$

Now, the Newton-Raphson technique convergence range: the Newton-Raphson method has provided below,

$$
x_{n+1}=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}
$$

It's a technique of iteration and here;

$$
x_{n+1}=\emptyset\left(x_{n}\right) ; \emptyset\left(x_{n}\right)=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}
$$

In general, $\mathrm{x}=\emptyset(x)$, where $\emptyset(x)=x-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}$.
We know that the iteration method converges if

$$
\begin{aligned}
& \left|\emptyset^{\prime}(x)\right|<1 \text {, i.e }\left|1-\frac{\left[f^{\prime}(x)\right]^{2}-f(x) f^{\prime \prime \prime}(x)}{\left[f^{\prime}(x)\right]^{2}}\right|<1 \\
& \text { Or, } \quad\left|\frac{f(x) f^{\prime \prime}(x)}{\left[f^{\prime}(x)\right]^{2}}\right|<1 \\
& \text { i.e } \quad\left|\mathrm{f}(\mathrm{x}) \mathrm{f}^{\prime}(\mathrm{x})\right|<\left[f^{\prime}(x)\right]^{2} \\
& \text { Therefore, Newton-Raphson formula is convergent if }\left|\mathrm{f}(\mathrm{x}) \mathrm{f}^{\prime}(\mathrm{x})\right|<\left[f^{\prime}(x)\right]^{2}
\end{aligned}
$$

### 2.2. False Position Method

False positioning technique, an extraordinarily ancient methodology for addressing a fundamental issue. The test and error method is regarded that uses test estimates for the variable and after this change an incentive to dismiss the outcome. This formula is sometimes termed "conjecture and control." The following image shows the fundamental concept of this approach,


Figure 2: False Position Method
Consider the expression $f(x)=0$, where $f(x)$ is a variable that is not temporary. In this technique, we select two points $a$ and $b$ that have the opposite signs for $f(a)$ and $f(b)$ and are next to each other (ab). As a result, the $y$ curve $=f(x)$ will intersect the $x$-axis between $A(a, f(a))$ and $B(b, f(b))$, touching the $x$-axis. As a result, there is a root located halfway between these two centers. The chord equations connecting $A(a, f(a))$ and $B(b, f(b))$ are now provided in the next section; nevertheless,

$$
\begin{equation*}
\frac{x-a}{a-b}=\frac{y-f(a)}{f(a)-f(b)} \tag{1}
\end{equation*}
$$

By replacement of $y=0$ in (1) for the $x$-axis chord equation crossing point we get the main $x 0$ approximation for the root of $f(x)=0$;

$$
\begin{align*}
& \frac{x_{0}-a}{a-b}=\frac{-f(a)}{f(a)-f(b)} \\
\text { Or, } \quad & x_{0}=a-\frac{f(a)(a-b)}{f(a)-f(b)} \\
\therefore \quad & x_{0}=\frac{a f(a)-b f(a)}{f(b)-f(a)} \ldots . \tag{2}
\end{align*}
$$

The root is between a and $x 0$ when the signs of $f(a)$ and $f(x 0)$ are opposite. We then obtain approximation $x 1$ by substituting $b$ with $x 0$ in (2). If $f(a)$ and $f(x 0)$ have the same sign, $f(x 0)$ and $f(b)$ have opposite sign, thus their root is between $x 0$ and $b$. In (2), we get $x 1$ by substituting an $x 0$. This procedure continues until the root achieves the necessary accuracy. This is the generic formula:

$$
x_{n+1}=\frac{a f(a)-b f(a)}{f(b)-f(a)}
$$

Example: Fix the equation $f(x)=x 3-3 x-5=0$ using the False Position process..
Solution:

$$
\begin{gathered}
\text { Let } \mathrm{f}(\mathrm{x})=x^{3}-3 x-5=0 \\
\text { Since } \mathrm{f}(2)=-3<0 \\
\mathrm{~F}(3)=13>0
\end{gathered}
$$

## We know that,

$$
x_{0}=\frac{a f(a)-b f(a)}{f(b)-f(a)}
$$

## When $a=2, b=3$ then

$$
x_{0}=\frac{a f(a)-b f(a)}{f(b)-f(a)}=\frac{2 \times 13-3 \times-3}{13+3}=2.1875
$$

Now $f\left(x_{0}\right)=f(2.1875)=-1.095<0$.
The root is in the range of 2.1875 and 3 with the ultimate aim $a=2.1875$ and $b=3$ etc.
False position convergence method: we know that,

$$
x_{n+1}=x_{n}-\left[\frac{\left(x_{n}-x_{n-1}\right)}{f\left(x_{n}\right)-f\left(x_{n-1}\right)}\right] f\left(x_{n}\right)
$$

It is necessary for one of the foci, x 0 , or x 1 , to remain constant, while the remainder of the point varies from $n$ in order for the function $f(x)$ in the span that takes root in the equation $f(x)=0$ to be convex ( $x 0-x 1$ ). The function $f(x)$ is represented as a straight line passing through the foci $(x 0, f 0)$, where $n=1,2, \ldots$ and $x 0$ is a fixed point.
The error equation (2) resulting from the convergence of the secant method is now known as the secant error equation:

$$
\begin{equation*}
\varepsilon_{n+1}=C \varepsilon_{n} \varepsilon_{n-1} \ldots \ldots \tag{1}
\end{equation*}
$$

By equation (1), we obtain:

$$
\varepsilon_{n+1}=C \varepsilon_{n} \varepsilon_{0}
$$

$$
\varepsilon_{n+1}=C \varepsilon_{n} \varepsilon_{0}
$$

Where $\mathrm{C}=\frac{1}{2} \frac{f^{\prime \prime}(\zeta)}{f^{\prime}(\zeta)}$ and $\varepsilon_{0}=x_{0}-\zeta$ is independent of k . Therefore we can write

$$
\varepsilon_{n+1}=C^{\prime} \varepsilon_{n}
$$

The constant asymptotic error is $\mathrm{C}=\mathrm{C} 0$. As a consequence, the rate of convergence of the fake position technique is linear.

### 2.3. Secant Method

The secant approach is just a variation of Newton's method. The fundamental idea is illustrated here.


Figure 3: Secant Method

The Newton method of tackling a nonlinear equation $\mathrm{f}(\mathrm{x})=0$ is given by the iterative formula.

$$
\begin{equation*}
x_{n+1}=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \tag{1}
\end{equation*}
$$

It is one of the disadvantages of Newton's method to have to evaluate the derivative of a function as one of the steps in the process. In order to address these shortcomings, the function $f$ (xderivative )'s is approximated as

$$
\begin{equation*}
f^{\prime}\left(x_{n}\right)=\frac{f\left(x_{n}\right)-f\left(x_{n-1}\right)}{x_{n}-x_{n-1}} \ldots \ldots \ldots \tag{2}
\end{equation*}
$$

By Putting equation (2) into (1), we obtain,

$$
x_{n+1}=x_{n}-\frac{x_{n} f\left(x_{n}\right)-x_{n-1} f\left(x_{n}\right)}{f\left(x_{n}\right)-f\left(x_{n-1}\right)}
$$

## By factoring out $\mathrm{f}\left(x_{n}\right)$

$$
x_{n+1}=x_{n}-\frac{f\left(x_{n}\right)\left(x_{n}-x_{n-1}\right)}{f\left(x_{n}\right)-f\left(x_{n-1}\right)}
$$

This can also be written as

$$
x_{n+1}=x_{n}-\left[\frac{\left(x_{n}-x_{n-1}\right)}{f\left(x_{n}\right)-f\left(x_{n-1}\right)}\right] f\left(x_{n}\right)
$$

The solution to the preceding problem is provided by secant technology. This technique is similar to Newton-Raphson, with the exception of the fact that two previous assumptions are required.
As an example, consider the equation $f(x)=x 32 x 5=0$, which may be solved using the secant technique.
It is recommended to utilize two initial estimates: $\mathrm{x} 1=2$ and $\mathrm{x} 0=3$.
The root is somewhere between 2 and 3 in number.
By secant method, first approximation is when $\mathrm{i}=1 ; x_{2}=x_{1}-\frac{f\left(x_{1}\right)\left(x_{1}-x_{0}\right)}{f\left(x_{1}\right)-f\left(x_{0}\right)}$

$$
\begin{array}{ll}
\text { when } \mathrm{i}=2 ; & x_{3}=x_{2}-\frac{f\left(x_{2}\right)\left(x_{2}-x_{1}\right)}{f\left(x_{2}\right)-f\left(x_{1}\right)} \\
\text { when } \mathrm{i}=3 ; & x_{4}=x_{3}-\frac{f\left(x_{3}\right)\left(x_{3}-x_{2}\right)}{f\left(x_{3}\right)-f\left(x_{2}\right)} \\
\text { when } \mathrm{i}=4 ; & x_{5}=x_{4}-\frac{f\left(x_{4}\right)\left(x_{4}-x_{3}\right)}{f\left(x_{4}\right)-f\left(x_{3}\right)}
\end{array}
$$

Secant Method Convergence: since we know that,

$$
\begin{equation*}
x_{n+1}=x_{n}-\left[\frac{\left(x_{n}-x_{n-1}\right)}{f\left(x_{n}\right)-f\left(x_{n-1}\right)}\right] f\left(x_{n}\right) . \tag{1}
\end{equation*}
$$

We assume that $\zeta$ is a simple root of $\mathrm{f}(\mathrm{x})=0$. Putting $x_{n}=\zeta+\epsilon_{k}$ in (1) we obtain

$$
\epsilon_{n+1}=\epsilon_{n}-\left[\frac{\left(\epsilon_{n}-\epsilon_{n-1}\right)}{f\left(\zeta+\epsilon_{n}\right)-f\left(\zeta+\epsilon_{n-1}\right)}\right] f\left(\zeta+\epsilon_{n}\right)
$$

Expanding $\mathrm{f}\left(\zeta+\epsilon_{k}\right)$ and $f\left(\zeta+\epsilon_{k-1}\right)$ in taylor's series about the point $\zeta$ and noting that $f(\zeta)=0$ we get,

$$
\begin{gather*}
\varepsilon_{n+1}=\epsilon_{n}-\frac{\left(\epsilon_{n}-\epsilon_{n-1}\right)\left[\epsilon_{n} f^{\prime}(\zeta)+\frac{1}{2} \epsilon_{n}^{2} f^{\prime \prime}(\zeta)+\cdots\right]}{\left(\epsilon_{n}-\epsilon_{n-1}\right) f^{\prime}(\zeta)+\frac{1}{2}\left(\epsilon_{n}^{2}-\epsilon_{n-1}^{2}\right) f^{\prime \prime}(\zeta)+\cdots} \\
\text { Or, } \varepsilon_{n+1}=\epsilon_{n}-\left[\epsilon_{n} f^{\prime}(\zeta)+\frac{1}{2} \epsilon_{n}^{2} f^{\prime \prime}(\zeta)+\cdots\right]\left[1+\frac{1}{2}\left(\epsilon_{k-1}+\varepsilon_{k}\right) f^{\prime \prime}(\zeta) / f^{\prime}(\zeta)+\cdots\right]^{-1} \\
\text { Or, } \varepsilon_{n+1}=\frac{1}{2} \varepsilon_{n} \varepsilon_{n-1} f^{\prime \prime}(\zeta) / f^{\prime}(\zeta)+0\left(\varepsilon_{n}^{2} \varepsilon_{n-1}+\varepsilon_{n}^{2} \varepsilon_{n-1}\right) \\
\text { Or, } \varepsilon_{n+1}=C \varepsilon_{n} \varepsilon_{n-1} \ldots \ldots . .(2) \tag{2}
\end{gather*}
$$

$1 / 2 f^{\prime \prime}(\zeta) / f^{\prime}(\zeta)$ and the higher forces of $\varepsilon n$ are ignored.
Where $\mathrm{C}=1 / 2 f^{\prime \prime}(\zeta) / f^{\prime}(\zeta)$ and the higher powers of $\varepsilon_{n}$ are neglected.
The relation of the form (2) is called the error equation. Keeping in mind the definition of convergence we want a relation of the form , $\varepsilon_{n+1}=A \varepsilon_{k}^{p}$.
Where $A$ and $p$ are to be determined.
From (3) we have $\varepsilon_{n}=A \varepsilon_{n-1}^{p}$ or $\varepsilon_{n+1}=A^{-1 / p} \varepsilon_{n}^{1 / p}$
Putting the value of $\varepsilon_{n+1}$ and $\varepsilon_{n-1}$ in (1)

$$
\varepsilon_{n}^{p}=C A^{-\left(1+\frac{1}{p}\right)} \varepsilon_{n}^{1+1 / p}
$$

Comparing the power of $\varepsilon_{n}$ on both sides we get
$p=1+1 / p$ which gives $p=1 / 2(1 \pm \sqrt{5})$.
Without respect to the negative sign, the convergence rate for the Secant technique is $p=1.618$

### 2.4. Bisection Method

The method of bisection is very fundamental and is often employed in numerical approaches to find the root by solving nonlinear equations, which is why it is included in this list. Using the intermediate value theorem to look through all of the possible roots of a function takes a lengthy time (IVT). This method is often used since it is less complicated to monitor than other approaches. The underlying concept of this technique is explained in more detail below:


Figure 4: Bisection Method
If $f(x)$ is persistent and the connection $f(a) f(b) 0$ between $f(a)$ and $f(b)$ is defined by the interval [a, b] as having opposing signs, then at least the root or null root of $f(x)$ is described by $f(a) f(b) 0$, according to the Theorem for Intermediate Value (IVT) (a, b). To solve this problem, we must first identify two real numbers, called the root and the interval[a and b], that are both included inside the interval[a, b], and whose length at each step is approximately half of that of the starting interval. It is necessary to repeat this procedure until the interval is correct as a result of the required root. Because the interval contains several roots ( $a, b$ ), the root should be distinct from the others. Additionally, the root converges in a linear and
progressive manner. We may, however, choose to cease iterating when $f(x 0)$ is close to zero or very tiny. As a result, the full formula is provided:

$$
x_{n}=\frac{a+b}{2}
$$

Example: Solving the equation $\mathrm{f}(\mathrm{x})=x^{3}-x-1=0$ by bisection method correct up to two decimal places.

Solution: Let $\mathrm{f}(\mathrm{x})=x^{3}-x-1$

$$
\begin{aligned}
& \therefore \mathrm{f}(1)=-1<0 \\
& \text { And } \mathrm{f}(2)=5>0
\end{aligned}
$$

Thus, at least one root of this equation lies between 1 and 2 .

$$
\text { Let } x_{0}=\frac{a+b}{2}=\frac{1+2}{2}=1.5
$$

$$
\mathrm{f}\left(x_{0}\right)=0.875>0
$$

The root lies between 1 and 1.5 so forth.
Convergence of Bisection method:
Let us conventionally define the "approximation" at $x_{n}$ after the n -th iteration as the midpoint

$$
x_{n}=\frac{a_{n}+b_{n}}{2}
$$

## of $\mathrm{I}_{n}$. Since the actual solution $\mathrm{f}(\mathrm{c})=0$ satisfies $\mathrm{c} \in \mathrm{I}_{n}$, we have

$$
\left|x_{n}-c\right| \leq 1 / 2\left|\mathrm{I}_{n}\right|
$$

where $\left|l_{n}\right|$ symbolizes the length of the interval $I_{n}$. Since the length of the current search interval gets divided in half in each iteration, we have.

$$
\left|e_{n}\right|=\left|x_{n}-\mathrm{c}\right| \leq\left(\frac{1}{2}\right)^{n}\left|\mathrm{I}_{0}\right|
$$

We interpret this behavior as linear convergence; although we cannot strictly guarantee that $\left|e_{n+1}\right| \leq$ $L\left|e_{n}\right|(L<1)$ at each iteration, then the convergence is called the first order and $L$ is called the rate of convergence.

### 2.5. Comparison Of Convergence Rate Among These Four Methods

In order to determine the approximate speed with which issues may be resolved using any numerical technique, the arrangement of algebraic and transcendental equations is required.
The convergence rate is shown in the table below as a comparison.
Table 1: Comparison of convergence Rate

| Method | Based on Equation | Convergence Rate |
| :---: | :---: | :---: |
| Newton-Raphson method | $1^{\text {st }}$ degree | 2 |
| False Position method | $1^{\text {st }}$ degree | 1 |
| Secant method | $1^{\text {st }}$ degree | 1.618 |
| Bisection method | $1^{\text {st }}$ degree | 0.5 |

In this table, we see that Newton-Raphson has a preferable rate of convergence over different methods i.e., 2.

## 3. Comparison and analysis

### 3.1. Graphical Development Of The Approximation Root Of These Methods To Achieve The Best Method

The graphical development of these four methods is shown bellow:


Figure 5: A graphical comparison of the four approaches.
The function employed is $x 2-30$, which has a range of [56] and a slope error of 0.0001. Its range is [56] and its slope error is 0.0001 . As seen in the chart above, the Newton-Raphson method shows the approximate root with just three iterations each iteration, since it converges more quickly and more correctly than other approaches, while other strategies postpone the equation's inclined roots for longer periods of time. Because of this, it takes a long time for the Bisection technique to gradually arrive at the optimum root as convergent. The Secant technique, as opposed to the Newton methodology, provides a higher degree of convergence, while the Newton methodology does not. False Position approaches converge more slowly than Newton and Secant approaches because at least ten iterations are needed before convergence can be achieved.
In order to compare the two methods, we will use just a few functions, including the 0.0001 error and the ideal data correctness. The findings obtained for the approximation root, errors, and iteration of the NewtonRaphson technique are summarized in Table 2, the false position method is described in Table 3, the Secant method is summarized in Table 4, and the Bisection approach is summarized in Table 5. The false position method is described in Table 3, the Secant method is summarized in Table 4, and the Bisection approach is summarized in Table 5. While the underlying numbers contain the required root, the Newton-Raphson algorithm only provides a limited amount of repetition.

Table 2: Data obtained by the Newton-Raphson Method

| Type of Function | Approximate Root | Error value | Iterations |
| :---: | :---: | :---: | :---: |
| Linear: 3x+5 | -1.6667 | 0.0000000 | 2 |
| Quadratic: $\mathbf{x}^{2}-12$ | 3.46410 | $4.8917 \mathrm{e}-09$ | 4 |
| Cubic: $\mathrm{x}^{3}-48$ | 3.6342 | $7.9622 \mathrm{e}-06$ | 4 |
| Trigonometric: $3 \mathrm{x}-\cos (\mathrm{x})-1$ | 0.60710 | $1.7597 \mathrm{e}-08$ | 3 |
| Exponential: $x e^{x}-2$ | 0.85261 | $1.2179 \mathrm{e}-07$ | 3 |
| Logarithmic: $\mathrm{x}^{2}+\ln x-2$ | 1.31410 | $7.7547 \mathrm{e}-05$ | 3 |
| Combination: $\cos (\mathrm{x})$-xe $\mathrm{x}^{\mathbf{x}}$ | 0.51776 | $1.9482 \mathrm{e}-08$ | 5 |
| Combination:3x $-\sqrt{1+\sin (x)}$ | 0.39185 | $3.7502 \mathrm{e}-06$ | 3 |

In the False position method, it needs a lot of iteration numbers to get the required root.
Table 3: Data obtained by the False Position Method

| Type of Function | Approximate <br> Root | Error value | Iterations |
| :---: | :---: | :---: | :---: |
| Linear: $3 \mathrm{x}+5$ | -1.66666 | 0.000000000000000 | 3 |
| Quadratic: $\mathrm{x}^{2}-12$ | 3.464101 | 0.000000000001810 | 10 |
| Cubic: $\mathrm{x}^{3}-48$ | 3.634241 | 0.000000000000003 | 14 |
| Trigonometric: $3 \mathrm{x}-\cos (\mathrm{x})-1$ | 0.60101 | 0.000000000000156 | 9 |
| Exponential: $x e^{x}-2$ | 0.85260 | 0.000000000002899 | 12 |
| Logarithmic: $\mathrm{x}^{2}+\ln x-2$ | 1.314096 | 0.000000000000001 | 17 |
| Combination: $\cos (\mathrm{x})-\mathrm{xe}$ | 0.517757 | 0.000000000000061 | 15 |
| Combination:3x $-\sqrt{1+\sin (x)}$ | 0.391846 | 0.000000000000877 | 8 |

We apply the secant method to get the outcome with a couple of quantities of iterations.
Table 4: Data obtained by the Secant Method.

| Type of Function | Approximate <br> Root | Error value | Iterations |
| :---: | :---: | :---: | :---: |
| Linear: $3 \mathrm{x}+5$ | -1.66666 | 0.0000000 | 2 |
| Quadratic: $\mathrm{x}^{2}-12$ | 3.464101 | $1.3222 \mathrm{e}-05$ | 4 |
| Cubic: $\mathrm{x}^{3}-48$ | 3.634241 | $2.0674 \mathrm{e}-07$ | 5 |
| Trigonometric: $3 \mathrm{x}-\cos (\mathrm{x})-1$ | 0.6071016 | $3.8551 \mathrm{e}-06$ | 4 |
| Exponential: $x e^{x}-2$ | 0.8526054 | $1.2398 \mathrm{e}-05$ | 5 |
| Logarithmic: $\mathrm{x}^{2}+\ln x-2$ | 1.3140967 | $5.4035 \mathrm{e}-05$ | 4 |
| Combination: $\cos (\mathrm{x})-\mathrm{xe}^{\mathrm{x}}$ | 0.51776 | $9.9055 \mathrm{e}-06$ | 6 |
| Combination:3x $-\sqrt{1+\sin (x)}$ | 0.39185 | $3.5903 \mathrm{e}-07$ | 4 |

For the most part, the Bisection method gradually reveals the roots so long as the underlying values completely encircle the target root and the number of iterations is large enough.

Table 5: Data obtained by the Bisection Method.

| Type of Function | Approximate <br> Root | Error value | Iterations |
| :---: | :---: | :---: | :---: |
| Linear: $3 \mathrm{x}+5$ | -1.66664 | 0.000076293 | 16 |


| Quadratic: $\mathrm{x}^{2}-12$ | 3.464050 | 0.000355567 | 14 |
| :---: | :---: | :---: | :---: |
| Cubic: $\mathrm{x}^{3}-48$ | 3.634241 | 0.000223494 | 15 |
| Trigonometric: $3 \mathrm{x}-\cos (\mathrm{x})-1$ | 0.607102 | 0.000164184 | 13 |
| Exponential: $x e^{x}-2$ | 0.852606 | 0.000109137 | 15 |
| Logarithmic: $\mathrm{x}^{2}+\ln x-2$ | 1.314097 | 0.001207722 | 9 |
| Combination: $\cos (\mathrm{x})-\mathrm{xe}^{\mathrm{x}}$ | 0.517761 | 0.001956944 | 10 |
| Combination: $3 \mathrm{x}-\sqrt{1+\sin (x)}$ | 0.391847 | 0.000076418 | 14 |

### 3.2. Comparison Of The Approximate Error

The following picture shows a comparison of four approaches with a 0.0001 accuracy in the interval [12] for the estimated error in finding the root of the function $\mathrm{x} 4-\mathrm{x}-10$ with a 0.0001 accuracy in the interval [1 2].


Figure 6: The estimated error is shown versus the number of iterations in this graph (1-20).
The following image illustrates a comparison of the estimated error in finding the root for function $\mathrm{x} 4-\mathrm{x}-$ 10 using four interval[12] methods with a precision of 0.0001 .

## 4. Test and results for varification of the best method

In the following cases, decipher the findings of the four nonlinear equation resolution methods, such as algebraic and transcendental equations.

Problem 1. Problem 1. Consider the equation [23], $\mathrm{f}(\mathrm{x})=\mathrm{x} 3-2 \mathrm{x}-5=0$ Now start $\mathrm{x} 0=2$
Table 6: Iteration Numbers and the results obtained by these four methods.

| N | Newton- <br> Raphson <br> Method | Error | False <br> Position <br> Method | Error | Secant <br> Method | Error | Bisection <br> Method | Error |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.12000 | 0.00544851 | 2.058823 | 0.03572795 | 2.05882 | 0.9411764 | 2.50000 | 5.6249937 |
| 2 | 2.09513 | 0.00001663 | 2.081263 | 0.01328782 | 2.08126 | 0.0224401 | 2.25000 | 1.8906187 |
| 3 | 2.09455 | 1.5 <br> $\times 10^{-10}$ | 2.089639 | 0.00491227 | 2.09482 | 0.0135604 | 2.12500 | 0.3456968 |
| 4 | 2.09455 | 0.00000000 | 2.092739 | 0.00181190 | 2.09454 | 0.0002747 | 2.06250 | -0.351324 |


| 5 | 2.09455 | 0.00000000 | 2.093883 | 0.00066777 | 2.09455 | 0.0000020 | 2.09375 | -0.008947 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | 2.09455 | 0.00000000 | 2.094305 | 0.00024603 | 2.09455 | 0.0000000 | 2.10937 | 0.1668329 |
| 7 | 2.09455 | 0.00000000 | 2.094460 | 0.00009063 | 2.09455 | 0.0000000 | 2.10156 | 0.0785560 |
| 8 | 2.09455 | 0.00000000 | 2.094518 | 0.00003338 | 2.09455 | 0.0000000 | 2.09765 | 0.0347080 |
| 9 | 2.09455 | 0.00000000 | 2.094539 | 0.00001229 | 2.09455 | 0.0000000 | 2.09570 | 0.0128560 |
| 10 | 2.09455 | 0.00000000 | 2.094546 | 0.00000453 | 2.09455 | 0.0000000 | 2.09472 | 0.0019481 |
| 11 | 2.09455 | 0.00000000 | 2.094546 | 0.00000166 | 2.09455 | 0.0000000 | 2.09423 | -0.003501 |
| 12 | 2.09455 | 0.00000000 | 2.094546 | 0.00000061 | 2.09455 | 0.0000000 | 2.09448 | -0.000777 |
| 13 | 2.09455 | 0.00000000 | 2.094546 | 0.00000022 | 2.09455 | 0.0000000 | 2.09460 | 0.0005854 |
| 14 | 2.09455 | 0.00000000 | 2.094546 | 0.00000008 | 2.09455 | 0.0000000 | 2.09454 | -0.000095 |
| 15 | 2.09455 | 0.00000000 | 2.094546 | 0.00000003 | 2.09455 | 0.0000000 | 2.09455 | 0.0002448 |
| 16 | 2.09455 | 0.00000000 | 2.094546 | 0.00000001 | 2.09455 | 0.0000000 | 2.09455 | 0.0000745 |
| 17 | 2.09455 | 0.00000000 | 2.094546 | 0.00000000 | 2.09455 | 0.0000000 | 2.09455 | -0.000010 |
| 18 | 2.09455 | 0.00000000 | 2.094546 | 0.00000000 | 2.09455 | 0.0000000 | 2.09455 | 0.0000319 |
| 19 | 2.09455 | 0.00000000 | 2.094546 | 0.00000000 | 2.09455 | 0.0000000 | 2.09455 | 0.0000106 |
| 20 | 2.09455 | 0.00000000 | 2.094546 | 0.00000000 | 2.09455 | 0.0000000 | 2.09455 | 0.0000000 |

In addition, we can take a gander at the accompanying approximate error graph acquired from these four methods which illustrate the difference in errors starting with one method then onto the next method.


Figure 7. The graph of NRM


Figure 9. The graph of SM


Figure 8. The graph of FPM


Figure 10. The graph of BM

When we compare the two graphs, the Newton-Raphson method is better than the others.
Problem 2 is also an issue. Consider $[-1-2], \mathrm{f}(\mathrm{x})=\sin \mathrm{x}-1-\mathrm{x} 3=0$
This $\mathrm{x} 0=-1$
Table 7: Iteration Numbers and the results obtained by these four methods.
$\left.\begin{array}{|c|c|c|c|c|c|c|c|c|}\hline \mathrm{N} & \begin{array}{c}\text { Newton- } \\ \text { Raphson } \\ \text { Method }\end{array} & \text { Error } & \begin{array}{c}\text { False } \\ \text { Position } \\ \text { Method }\end{array} & \begin{array}{c}\text { Error }\end{array} & \begin{array}{c}\text { Secant } \\ \text { Method }\end{array} & \text { Fimr } & \begin{array}{c}\text { Bisection } \\ \text { Method }\end{array} & \text { Error } \\ \hline 1 & -1.27636 & \begin{array}{c}- \\ 0.0930512 \\ 6\end{array} & \begin{array}{c}- \\ \hline\end{array} & \begin{array}{c}-12138\end{array} & \begin{array}{c}0.127665 \\ 8\end{array} & \begin{array}{c}- \\ 1.12138\end{array} & \begin{array}{c}0.878613 \\ 6\end{array} & -1.50000\end{array}\right] 1.377501$.

|  |  |  | 1 | 0 | 5 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 15 | -1.24905 | $\begin{gathered} 0.0000000 \\ 00 \end{gathered}$ | $1.2489$ $1$ | $0.000002$ $7$ | $1.2490$ <br> 5 | $\begin{gathered} 0.000000 \\ 0 \end{gathered}$ | -1.24907 | 0.000004 |
| 16 | -1.24905 | $\begin{gathered} 0.0000000 \\ 00 \end{gathered}$ | $1.2489$ $1$ | $\begin{gathered} 0.000000 \\ 0 \end{gathered}$ | $1.2490$ $5$ | $\begin{gathered} 0.000000 \\ 0 \end{gathered}$ | -1.24907 | -0.00006 |
| 17 | -1.24905 | $\begin{gathered} 0.0000000 \\ 00 \end{gathered}$ | $1.2489$ $1$ | $\begin{gathered} 0.000000 \\ 0 \end{gathered}$ | $\begin{gathered} 1.2490 \\ 5 \end{gathered}$ | $\begin{gathered} 0.000000 \\ 0 \end{gathered}$ | -1.24907 | -0.00002 |
| 18 | -1.24905 | $\begin{gathered} 0.0000000 \\ 00 \end{gathered}$ | $1.2489$ <br> 1 | $\begin{gathered} 0.000000 \\ 0 \end{gathered}$ | $1.2490$ <br> 5 | $\begin{gathered} 0.000000 \\ 0 \end{gathered}$ | -1.24907 | -0.00001 |
| 19 | -1.24905 | $\begin{gathered} 0.0000000 \\ 00 \end{gathered}$ | $1.2489$ <br> 1 | $\begin{gathered} 0.000000 \\ 0 \end{gathered}$ | $1.2490$ <br> 5 | $\begin{gathered} 0.000000 \\ 0 \end{gathered}$ | -1.24907 | 0.000000 |
| 20 | -1.24905 | $\begin{gathered} 0.0000000 \\ 00 \end{gathered}$ | $1.2489$ $1$ | $\begin{gathered} 0.000000 \\ 0 \end{gathered}$ | $\begin{gathered} 1.2490 \\ 5 \end{gathered}$ | $\begin{gathered} 0.000000 \\ 0 \end{gathered}$ | -1.24907 | 0.000000 |

We may also take a diagram of the following approximate error chart from the four techniques, which illustrates the error difference from one method to the next.


Figure 11. The graph of NRM


Figure 13. The graph of SM


Figure 12. The graph of FPM


Figure 14. The graph of BM

The graph above shows that Newton-Raphson is preferred above others.

## 5. Conclusion

The purpose of this study was to examine and evaluate four iterative techniques for the resolution of nonlinear equations in order to suggest a more effective strategy. The results of the MATLAB analysis are also given in order to confirm that the optimal technology is being used. By examining the estimated error chart, we can conclude that the Newton technique is the most dependable and competent solution to the nonlinear problem. In addition, when compared to other techniques, Newton's methodology requires fewer iterations and has a shorter handling time. Finally, Newton's technique is always suggested as the best and most accurate strategy for dealing with nonlinear issues since it is the most efficient and accurate.
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