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_____________________________________________________________________________________________________ 

Abstract: The present paper presents and solves a mathematical model for the location-allocation-routing problem in the reverse 
logistics network of collecting end-of-life vehicles in Iran. This model includes the goals of network profit maximization, 
environmental impact minimization and social profit maximization. First, a three-objective mathematical model with fuzzy 
parameters is presented. Then, it is solved using krill herd algorithm and NSGA-II algorithm.  Also, LCA and AHP methods 
were used in this research to calculate the parameters of environmental and social impacts, respectively. After solving the model, 
comparing the results of these two algorithms showed that the quality of the solution generated by the krill herd optimization 

algorithm is better than that of the NSGA-II algorithm and the krill herd algorithm has a higher ability to extract, explore and 
achieve better solutions compared to NSGA-II algorithm.  
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1. Introduction  

Nowadays, changes in the economy and industry are happening faster than ever before. On the other hand, 

organizations are to invest and focus on their logistics systems and reengineering due to the competitive pressure in 

today's global markets, the introduction of products with short life-cycle, and growing customer expectations. 

Among these changes and developments, the creation of new institutions and activities along with the development 

and increase of activities have led to uncontrollable congestions. Meanwhile, there is a need for activities that 

organize, monitor, and regulate these congestions. One of these activities is to identify the supply chain and manage 

it and establish a relationship between them. Today closed-loop supply chains or reverse supply chains are among 

important and vital aspects of any business, which improve the manufacturing, distribution of services, and support 

for the products of large companies. This technique allows the management of companies to restore the returned 

goods and raw materials to suppliers and to coordinate inventory production and distribution activities and prevent 

downtime due to inventory shortages, and reusable items and goods returned by customers (Vahdani and Sharifi, 

2013). 

In the present study, the reverse logistics model of collecting EOL vehicles has been presented with taking into 

account the economic, social, and environmental sustainability. In this regard, a mathematical model has been 

presented for understudy problems, which includes the planning of multi-period and multi-stage reverse logistics 

networks of EOL vehicles. In this model, the considerations of location, allocation, routing have been considered, 

and also some of the parameters of the model are fuzzy and the model is multi-objective including minimizing costs, 

minimizing environmental impacts, and maximizing the social responsibilities. The rest of the study has been 

organized as follows. The research literature has been reviewed in section 2. The proposed solution method has 

been investigated in section 3. The proposed mathematical model has been developed in section 4. The 

computational results have been presented in section 5 and finally, conclusions and recommendations have been 

stated in section 6. 

2. Literature Review 

Vahdani (2015) has proposed a multi-product multi-cycle model of designing a chain network to provide a 

closed-loop under a fuzzy environment. In the proposed network, the movement of products between two levels of 

facilities can be performed through different transport models. His proposed model included four layers in the direct 

direction (supplier, producer, distribution centers, and customers) and three layers in the reverse direction 

(customers, collection and destruction centers). His model consisted of three objectives: the first objective was to 

maximize profit, the second objective was to minimize the time of transportation in the direct and reverse directions, 

and the third objective was to maximize flexibility. He proposed a Fuzzy random mixed planning method to solve 

the model. Fallah et al (2015) presented a design of a closed-loop single product supply chain network with taking 
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into account the competitive mode under uncertainty conditions. The primary purpose of this study was to 

investigate the effect of simultaneous competition and Stackelberg between two closed-loop supply chains. The 

game theory was also used to obtain optimal solutions under uncertainty conditions. Kong (2015) proposed a green 

mixed-integer planning model for the optimization of byproduct gases to reduce total costs, i.e. both operating costs 

and environmental costs of the iron and steel industry. Byproduct gas is an important secondary energy in the iron 

and steel industry, and its optimization is critical to decreasing the costs. In his model, operating costs included fines 

for gas diversion, fuel, and water consumption costs, and booster fines; while environmental costs included fines 

for discharging direct and indirect pollutants. The case study showed that the proposed model had an optimal 

solution and decreased the total costs up to 2.2% compared to the previous models. 

Behmanesh and Pannek (2016) considered multiple distribution routes in the closed-loop supply chain. In the 

study, a mathematical model was proposed for the problem and the MAMMOTH algorithm was used to solve the 

model. Kaya and Urek (2016) investigated the design of a closed-loop supply chain network, which integrates 

production and collection centers. In the study, a mixed nonlinear integer location-inventory-pricing model was 

developed. The objectives of this model included maximizing profits and finding the optimal location of facilities, 

optimal inventory values, optimal price of final products, and the optimal price of returned products. The problem 

was solved using heuristic methods. Ruimin et al (2016) have proposed a strong closed-loop environmental supply 

chain network that included manufacturing centers, customer centers, collection centers, and disposal centers. They 

developed a multi-objective integer mixed nonlinear planning model that considered two contradictory goals 

simultaneously. The first goal was to minimize economic costs and the second goal was to minimize the effect of 

the supply chain on the environment. They solved the model using LP metric method. Finally, they demonstrated 

the efficiency of the model by providing an example. Talaei et al (2016) designed a multi-product closed-loop green 

supply chain network by presenting an integer mixed linear planning model. The proposed network included 

production/reconstruction centers, collection/inspection, customer and burial, and destruction. The model was 

introduced to decrease the cost of the entire system. Also, the second-order objective function was based on 

decreasing carbon dioxide emission rates to consider environmental goals. Moreover, a powerful fuzzy planning 

method was used to develop the model to investigate the uncertainty effects of variable costs as well as the demand 

rate in network design. The ε-based constraint method was used to solve this two-objective planning model. A case 

study was also provided in the copier industry to illustrate the efficiency of the model. The results showed that the 

model was able to control network uncertainty. Zohal and Soleimani (2016) designed a gold chain supply chain 

network using a multi-level multi-objective model. They developed an integer linear model to help an experienced 

Iranian company that had many problems in reverse flow. An ant colony optimization-based algorithm was proposed 

to solve the model. To demonstrate the efficiency of e proposed algorithm, several numerical examples based on 

random data as well as real data were solved. Then, the obtained results were comprised of the results of the Lingo 

software. Evaluation of studies indicated the capability of model and effectiveness as well as the reliability of the 

proposed algorithm. 

Ene and Öztürk (2017) modeled the reverse logistics problem of EOL vehicles. They proposed a one-way 

mathematical model to maximize network profits and solved the model using LINGO software. Banasik et al (2017) 

proposed a multi-objective linear planning model for the closed loop supply chain of mushroom production. Amin 

and Baki (2017) proposed a multi-objective model for locating facilities in a closed-loop supply chain under fuzzy 

conditions. 

Huang (2018) investigated the problem of the closed-loop supply chain by taking into account the competitive 

conditions between retailers. In this study, the supply chain included two competitive retailers and one manufacturer 

where retailers receiving their goods from the manufacturer as well as restoring their returned goods to the 

manufacturer. In the study, a model has been developed for the competition of two retailers based on competitive 

strategies. Bottani and Casella (2018) have investigated the problem of a sustainable closed-loop supply chain 

considering the reduction in emissions. They provided a model for this problem and then solved the model through 

a simulation tool for a case study. Lin et al (2018) presented a mathematical model for the problem of location-

allocation in reverse logistics collection of EOL vehicles to minimize location and allocation costs. They also 

utilized an improved artificial bee colony (ABC) algorithm to solve the model. 

Xiao et al (2019) have investigated the location-allocation problem in the reverse logistics network of EOL 

vehicles with considering the emission of polluting gases and presented a single-objective model intending to 

minimize the costs of locating-allocating and emitting pollutant gases. Their model was based on a scenario and 

used Lingo software to solve it. Kuşakcı et al (2019) developed an optimal reverse logistics planning model for the 

collection of EOL vehicles and the recycling of their parts by taking into account fuzzy supply. They also presented 

a single-objective mathematical model to minimize network costs. The summary of previous studies has been 

presented in Table 1 to explain the research gap and the innovation of the present study. 

Table 1- Literature review summary 
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Vahdani (2015) * *        *   

Ene and Ozturk (2015)  * * *   *      

Behmanesh and Pannek 

(2016) 
* *     *     * 

Kaya an Urek (2016) * *     *     * 

Banasik et al (2017) * *        *  * 

Amin and Baki (2017) * *        * *  

Huang (2018) * *        *   

Bottani and Casella (2018) * *  *  *     *  

Lin et al (2018)  * *    * *    * 

Xiao et al (2019)  * *   * * *     

Kuşakcı et al (2019)  * * *      *   

This study * * * * * * * * * * * * 

 

As shown in Table 1, the number of studies conducted on reverse logistics modeling is very low. Also, the 

economic, social, and environmental dimensions as well as vehicle routing have not ever been considered in the 

studies. Therefore, the present study has been defined to fill this gap as well as develop the studies of Xiao et al 

(2019) and Kuşakcı et al (2019). The dimensions of sustainability and routing have been also considered to develop 

the proposed models and a multi-objective fuzzy mathematical model has been also proposed and solved. Therefore, 

the innovation of the present study is due to the following cases: 

- Proposing a location-allocation-routing model for reverse logistics of EOL vehicles 

- Taking into account the dimensions of sustainability in reverse logistics of EOL vehicles collection 

- Proposing and solving a multi-objective fuzzy model for reverse logistics of EOL vehicles collection 

3. Methodology  

The whale algorithm has been used to solve the proposed model. Since the nature of meta-heuristic algorithms 

is random and it is not possible to exactly determine the superior one, it has been tried in the present study to utilize 

from relatively new algorithms and solve the model and compare them with the well-known NSGA-II algorithm to 

scientifically and practically evaluate their performance for understudy problem.  

3-1.The Proposed Algorithms Structure 

3-1-1.Whale Optimization Algorithm (WOA) 

This algorithm starts with a set of random solutions. For any iteration, search agents update their position 

according to other agents randomly or with the best solution. The parameter (A) has been decreased from two to 

zero to provide exploration and exploitation, respectively. Two modes are considered to update the position of 

search agents. If the variable is | A |> 1, then the random search agent is selected, and if it is | A | <1, then the best 

solution is selected. Depending on the value of p, the whale can change position between two movements of spiral 

and rotational. Finally, WOA ends with reaching the specified satisfaction criterion. The flowchart of the WOA 

algorithm has been presented in Figure 1. 
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Figure 1- Whale Optimization Algorithm Flowchart 

In all meta-heuristic algorithms, it is necessary to store the solution according to a specific structure due to the 

need for a solution at the beginning of the operation, in which the structure is called the solution display method. In 

the present study, a matrix has been used to display each solution. Each solution consists of several matrices, which 

have been designed according to the outputs of the model. As an example, a line matrix (one-dimensional) has been 

defined for variable (𝑎𝑗), which the number of its arrays equals to J. Figure 2 shows an example of this part of the 
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solution (assume that the number of potential locations of dismantling plant is 6 and the maximum allowable value 

of this plant is 4). 

1 0 1 1 0 1 

 

Figure 2- Variable 𝑎𝑗 representation 

In Figure 2, dismantling plants have been established in locations 1, 3, 4, and 6. A line matrix has been also 

used to display Variable (𝑏𝑘), which the number of its arrays equals K. Figure 3 shows an example of this part of 

the solution (assume that the number of potential locations of the processing plant is 5). 

0 1 0 1 1 

 

Figure 3- Variable 𝑏𝑘 representation 

In Figure 3, processing plants have been established in locations 1, 2, and 5. A one-dimensional matrix has 

been also used to display Variable (𝛼𝑖𝑗), which the number of its arrays equals the number of collection centers and 

the values of its cells indicate the number of dismantling plants that the collection center can send the product to it. 

Assume that the number of potential locations for the establishment of dismantling plant is 6 and the number of 

collection centers is 8, then Figure 4 is a way of displaying the solution to this variable, which has been given 

according to the example of variable (𝑎𝑗). 

4 3 6 4 6 3 1 1 

 

 Figure 4- Variable 𝛼𝑖𝑗 representation 

As shown in Figure 4, the collection centers No. 1 and 2 have been allocated to dismantling plant No. 1, the 

collection centers No. 3 and 7 to dismantling plant No. 3, the collection centers No. 4 and 6 to dismantling plant 

No. 6 and the collection centers No. 5 and 8 to dismantling plant No. 4. 

3-1-2.NSGAII algorithm 

The solution representation in this algorithm is similar to WOA, but the general structure of the genetic 

algorithm is as following in Figure 5. 
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Figure 5- NSGA-II Algorithm Flowchart 
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vehicles or used vehicles requires large-scale tools and high-level implementation techniques compared to other 

sectors (Chen and Chang, 2013). 

Therefore, reverse logistics operations and networks in the automotive industry require certain and specific 

recycling or separation techniques and as a result, model frameworks that are different from those for other 

industries. In addition to the technical issues, customers’ previous judgment about the unreliability of vehicle's 

recycled components makes the decisions of the automotive industry’s reverse logistics more complicated. The 

reverse logistics network of returned vehicles begins with receiving vehicles from customers in the collection 

centers.  

The next step is to transport the returned vehicles to dismantling plants. In dismantling plants, the liquids are 

extracted and the parts are separated from each other. Car fuel, engine oil, gearbox oil, hydraulic oil, coolant, air 

conditioning fluid, brake fluid, and steering fluid are extracted from EOL vehicles. Hazardous materials such as 

accumulators, batteries, airbags), exhaust fumes chemically connected to the exhaust pipe as well as parts including 

mercury and brake pads including a type of ore are isolated from EOL vehicles. Also, reusable parts such as engines, 

differentials, gearboxes, body parts (for example, car hoods, car doors, and bumpers), and the wheels are separated 

and disassembled in these centers. Reusable parts of the vehicle are transported to the intermediary market after 

renovation operation. Hazardous waste liquids and other hazardous materials are transported to waste conversion 

centers. 

Those non-disassembled vehicles in which their excess fluid has been extracted are transported to processing 

plants. After fragmentation, scrap ferrous and non-ferrous metals (lead, zinc, copper, and aluminum) and breakable 

materials are obtained. These materials are transported to recovery centers and converted into waste. The framework 

of recycling operations for EOL vehicles has been summarized in Figure 6. 

 

 

Figure 6- The framework of recycling operations for EOL vehicles 
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In the present study, an integrated integer linear planning model has been used to design a reverse logistics 

network to maximize the final profit. The critical issue in designing a reverse logistics network is the unknown 

number of returned products. To overcome this problem, a model has been developed. The proposed model 

determines the location and number of disassembling, dismantling and processing plants, and allocates the flow of 

materials between primary/collection centers, disassembling, dismantling and processing plants, intermediate 

markets, and waste recovery and conversion centers. Since the model maximizes the final profit of the entire 

network, separate maximization of profits for disassembling plant, dismantling plant, processing plant, and centers 

of recovery and conversion to waste is outside the scope of the proposed model. 

The structure of a multi-time multi-stage reverse logistics network for EOL vehicles has been presented in 

Figure 7. The decision-making variables set of parameters and constraints used in the model has been defined in 

follow. 

 

Figure 7- The proposed supply chain network 

4-2.Indicators  

(∀𝑖 ∈ 𝐼), where I indicates collection / primary centers 
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(𝑐𝑡𝑗𝑛): transportation cost of each unit from disassembling and dismantling plant J to the location of 

intermediate market n 

(𝑐𝑡𝑘𝑙): transportation cost of each unit from processing plant K to the recovery center 𝑙 

(𝑐𝑡𝑘𝑚): transportation cost of each unit from processing plant K to the center of conversion to waste m 

(𝑐𝑡𝑗𝑚): transportation cost of each unit from disassembling and dismantling plant J to the center of conversion 

to waste m 

(𝑐𝑑): the cost of turning into waste for each unit 

(𝑐𝑣): the cost of incentives to return each vehicle to collection centers 

(𝑜𝑐𝑗𝑡): the cost of operating each unit for disassembling and dismantling plant J in the period t 

(𝑜𝑐𝑘𝑡): the cost of operating each unit for processing plant K in the period t 

(𝑟𝑝): the profit of each unit from reusable spare parts 

(𝑟𝑟): the profit of each unit from recovered products  

(𝑒𝑖𝑡): the number of vehicles admitted by the collection/primary centers in the period t 

(𝑘1): the amount of material transported from disassembling and dismantling plant to the center of conversion 

to waste 

(𝑘2): the amount of material transported from processing plant to the center of conversion to waste 

(𝑎𝑤1): the average weight of the vehicle 

(𝑎𝑤2): the average weight of the disassembled vehicle 

(𝑞𝑝): the number of spare parts in each vehicle 

(𝑣𝑝): the number of reusable spare parts in each vehicle 

(𝐸𝐼𝑗): Environmental effects of performed operations for each EOL vehicle in disassembling and dismantling 

plant J 

(𝐸𝐼𝑘): Environmental effects of performed operations for each EOL vehicle in processing plant k 

(𝐸𝐼𝑇): Environmental effects of transporting EOL car units per kilometer 

(𝑑𝑖𝑗): the distance between collection/primary center i and disassembling and dismantling plant J 

(𝑑𝑗𝑘): the distance between disassembling and dismantling plant J and processing plant k 

(𝑑𝑗𝑛): the distance between disassembling and dismantling plant J and the location of intermediate market n 

(𝑑𝑘𝑙): the distance between processing plant k and recovery center 𝑙 

(𝑑𝑗𝑚): the distance between disassembling and dismantling plant J and the center of conversion to waste m 

(𝑑𝑘𝑚): the distance between processing plant k and the center of conversion to waste m 

(𝑊𝑒𝑚): the normalized weight of employment 

(𝑊𝑖𝑑): the normalized weight of local development 

(𝑊𝑑𝑚): the normalized weight of high-risk work situation 

(𝑊𝑝𝑟): the normalized weight of product risk 

(𝐸𝑀𝑗): the score for the employment of disassembling and dismantling plant J 

(𝐿𝑑𝑗): the score for local development of disassembling and dismantling plant J 

(𝐷𝑀𝑗): the score for worker's damage in the disassembling and dismantling plant J 

(𝑃𝑅𝑗): the product risk of disassembling and dismantling plant J 
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(𝐸𝑀𝑘): the score for the employment of processing plant k 

(𝑙𝑑𝑘): the score for local development of processing plant k 

(𝐷𝑀𝑘): the score for worker's damage in the processing plant k 

(𝑃𝑅𝑘): the product risk of processing plant k 

F has been considered as the set of sub-sets j for all sections. 

(0 ∈ 𝐹, 𝑆𝐷(𝑜)) determines the maximum number of disassembling and dismantling plant J for sub-set 𝑜  

4-4.Decision-making variables 

𝑎𝑗

= {1 𝑖𝑓 𝑑𝑖𝑠𝑎𝑠𝑠𝑒𝑚𝑏𝑙𝑖𝑛𝑔 𝑎𝑛𝑑 𝑑𝑖𝑠𝑚𝑎𝑛𝑡𝑙𝑖𝑛𝑔 𝑝𝑙𝑎𝑛𝑡 𝐽 𝑖𝑠 𝑒𝑠𝑡𝑎𝑏𝑙𝑖𝑠ℎ𝑒𝑑 0                                                                                      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  

𝑏𝑘

= {1                             𝑖𝑓 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑝𝑙𝑎𝑛𝑡 𝑘 𝑖𝑠 𝑒𝑠𝑡𝑎𝑏𝑙𝑖𝑠ℎ𝑒𝑑 0                                                                            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  

𝑎𝑖𝑗

= {1 𝑖𝑓 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑎 𝑓𝑙𝑜𝑤 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡ℎ𝑒 𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑖𝑜𝑛 𝑐𝑒𝑛𝑡𝑒𝑟𝑖 𝑎𝑛𝑑 𝑑𝑖𝑠𝑎𝑠𝑠𝑒𝑚𝑏𝑙𝑖𝑛𝑔 𝑎𝑛𝑑 𝑑𝑖𝑠𝑚𝑎𝑛𝑡𝑙𝑖𝑛𝑔 𝑝𝑙𝑎𝑛𝑡 𝑗 0                                                                                                                                                          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  

(𝑥𝑖𝑗𝑡): the number of vehicles transported from collection / primary center I to the disassembling and 

dismantling plant J during period t 

(𝑌𝑗𝑘𝑡): the number of vehicles transported from disassembling and dismantling plant J to the processing plant k 

during period t 

(𝑍𝑗𝑛𝑝𝑡): the number of spare parts p transported from disassembling and dismantling plant J to the location of 

intermediate market n during period t 

(𝑤𝑘𝑙𝑡): the amount of materials transported from processing plant k to the recovery center 𝑙 during period t 

(𝑢𝑗𝑚𝑡): the amount of materials transported from disassembling and dismantling plant J to the center of 

conversion to waste m during period t 

(𝑢𝑘𝑚𝑡): the amount of materials transported from processing plant k to the center of conversion to waste m 

during period t 

4-5.The proposed mathematical model 

𝑀𝑎𝑥 𝑧 = ∑

𝑗

𝑗=1

∑

𝑁

𝑛=1

∑

𝑃

𝑝=1

∑

𝑇

𝑡=1

𝑧𝑗𝑛𝑝𝑡𝑟𝑝 + ∑

𝐾

𝑘=1

∑

𝐿

𝑙=1

∑

𝑇

𝑡=1

𝑤𝑘𝑙𝑡𝑟𝑟 − ∑

𝐽

𝑗=1

𝑎𝑗 �̃�𝑗

− ∑

𝑘

𝑘=1

𝑏𝑘 �̃�𝑘 − ∑

𝐼

𝑖=1

∑

𝐽

𝑗=1

∑

𝑇

𝑡=1

𝑥𝑖𝑗𝑡𝑐𝜐 − ∑

𝐼

𝑖=1

∑

𝐽

𝑗=1

∑

𝑇

𝑡=1

𝑥𝑖𝑗𝑡𝑜𝑐𝑗𝑡

− ∑

𝐽

𝑗=1

∑

𝐾

𝑘=1

∑

𝑇

𝑡=1

𝑦𝑗𝑘𝑡𝑜𝑐𝑘𝑡 − ∑

𝐼

𝑖=1

∑

𝐽

𝑗=1

∑

𝑇

𝑡=1

𝑥𝑖𝑗𝑡𝑐𝑡𝑖𝑗

− ∑

𝐽

𝑗=1

∑

𝐾

𝑘=1

∑

𝑇

𝑡=1

𝑦𝑗𝑘𝑡𝑐𝑡𝑗𝑘 − ∑

𝐽

𝑗=1

∑

𝑁

𝑛=1

∑

𝑃

𝑝=1

∑

𝑇

𝑡=1

𝑧𝑗𝑛𝑝𝑡𝑐𝑡𝑗𝑛

− ∑

𝐾

𝑘=1

∑

𝐿

𝑙=1

∑

𝑇

𝑡=1

𝑤𝑘𝑙𝑡𝑐𝑡𝑘𝑙 − ∑

𝐽

𝑗=1

∑

𝑀

𝑚=1

∑

𝑇

𝑡=1

𝑢𝑗𝑚𝑡𝑐𝑡𝑗𝑚

− ∑

𝐾

𝑘=1

∑

𝑀

𝑚=1

∑

𝑇

𝑡=1

𝑢2
𝑘𝑚𝑡𝑐𝑡𝑘𝑚 − ∑

𝐽

𝑗=1

∑

𝑀

𝑚=1

∑

𝑇

𝑡=1

𝑢𝑗𝑚𝑡𝑐𝑑

− ∑

𝐾

𝑘=1

∑

𝑀

𝑚=1

∑

𝑇

𝑡=1

𝑢𝑘𝑚𝑡𝑐𝑑             

(1) 
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𝑀𝑖𝑛𝑧2 = ∑

𝑗

∑

𝑘

∑

𝑡

𝑌𝑗𝑘𝑡𝐸𝐼𝑘 + ∑

𝑖

∑

𝑗

∑

𝑡

𝑋𝑖𝑗𝑡𝐸𝐼𝑗  

+𝐸𝐼𝐶𝑇 [∑

𝑖

∑

𝑗

∑

𝑡

𝑋𝑖𝑗𝑡𝑑𝑖𝑗 + ∑

𝑗

∑

𝑘

∑

𝑡

𝑌𝑗𝑘𝑡𝑑𝑗𝑘 + ∑

𝑗

∑

𝑛

∑

𝑡

𝑍𝑗𝑛𝑝𝑡𝑑𝑗𝑛

+ ∑

𝑘

∑

𝑙

∑

𝑡

𝑊𝑘𝑙𝑡𝑑𝑘𝑙 + ∑

𝑗

∑

𝑚

∑

𝑡

𝑈𝑗𝑚𝑡𝑑𝑗𝑚

+ ∑

𝑘

∑

𝑚

∑

𝑡

𝑈𝑘𝑚𝑡𝑑𝑘𝑚] 

(2) 

𝑀𝑎𝑥  𝑧3 = ∑ ∑

𝑗

∑

𝑡

(𝑊𝑒𝑚𝐸𝑀𝑗𝑡 + 𝑊𝑙𝑑𝑙𝑑𝑗 + 𝑊𝑑𝑚𝐷𝑀𝑗 + 𝑊𝑝𝑟𝑃𝑅𝑗)𝑎𝑗

+ ∑ ∑

𝑘

∑

𝑡

(𝑊𝑒𝑚𝐸𝑀𝑘𝑡 + 𝑊𝑙𝑑𝑙𝑑𝑘 + 𝑊𝑑𝑚𝐷𝑀𝑘 + 𝑊𝑝𝑟𝑃𝑅𝑘)𝑏𝑘 

(3) 

𝑥𝑖𝑗𝑡 = 𝑒𝑖𝑡𝛼𝑖𝑗       ∀𝑖, 𝑗, 𝑡 (4) 

∑𝐽
𝑗=1 𝛼𝑖𝑗 = 1      ∀𝑖  (5) 

∑𝐼
𝑖=1 𝑥𝑖𝑗𝑡 ≤ 𝑐𝑎�̃�𝑗     𝑎𝑗∀𝑗, 𝑡  (6) 

∑𝑗∈𝑂 𝑎𝑗 ≤ 𝑆𝐷(𝑂) −       ∀𝑂 ∈ 𝐹  (7) 

∑𝐽
𝑗=1 𝑦𝑗𝑘𝑡 ≤ 𝑐𝑎�̃�𝑘𝑏𝑘        ∀𝑘, 𝑡  (8) 

∑𝐾
𝑘=1 𝑤𝑘𝑙𝑡 ≤ 𝑐𝑎�̃�𝑙            ∀𝑙, 𝑡  (9) 

∑𝐽
𝑗=1 𝑢𝑗𝑚𝑡 + ∑𝐾

𝑘=1 𝑢𝑘𝑚𝑡 ≤ 𝑐𝑎�̃�𝑚       ∀𝑚, 𝑡  (10) 

∑𝐼
𝑖=1 𝑥𝑖𝑗𝑡 = ∑𝐾

𝑘=1 𝑦𝑗𝑘𝑡         ∀𝑗, 𝑡  (11) 

∑𝐼
𝑖=1 𝑥𝑖𝑗𝑡𝑎𝑤1𝑘1 = ∑𝑀

𝑚=1 𝑢𝑗𝑚𝑡       ∀𝑗, 𝑡  (12) 

∑𝐼
𝑖=1 𝑥𝑖𝑗𝑡𝑞𝑝𝜐𝑝 = ∑𝑁

𝑛=1 𝑧𝑗𝑛𝑝𝑡        ∀𝑗, 𝑝, 𝑡  (13) 

∑𝐽
𝑗=1 𝑦𝑗𝑘𝑡𝑎𝑤2(1 − 𝑘2) = ∑𝐿

𝑙=1 𝑤𝑘𝑙𝑡      ∀𝑘, 𝑡  (14) 

∑𝐽
𝑗=1 𝑦𝑗𝑘𝑡𝑎𝑤2𝑘2 = ∑𝑀

𝑚=1 𝑢𝑘𝑚𝑡         ∀𝑘, 𝑡  (15) 

𝑥𝑖𝑗𝑡 , 𝑦𝑗𝑘𝑡 , 𝑧𝑗𝑛𝑝𝑡 , 𝑤𝑘𝑙𝑡 , 𝑢𝑗𝑚𝑡 , 𝑢𝑘𝑚𝑡 ≥ 0       ∀𝑖, 𝑗, 𝑘, 𝑚, 𝑙, 𝑛, 𝑡 (16) 

𝑎𝑗 , 𝑏𝑘, 𝛼𝑖𝑗 ∈ {0,1}       ∀𝑗, 𝑘 (17) 

 

The objective function (1) indicates the final profit of the network. The objective function (2) indicates the 

environmental effects of network and objective function (3) indicate social benefit. Constraint (4) requires that all 

vehicles admitted by the collection / primary centers must be processed during the period of admission. Constraint 

(5) ensures the uniqueness of the flow from a collection/primary center to a disassembling and dismantling plant. 

Constraint (6) ensures that the final number of vehicles transported to disassembling and dismantling plant does 

not exceed their capacity at any time. Constraint (7) limits the number of disassembling and dismantling plants that 

have been established in each section. Constraint (8) ensures that the final number of vehicles transported to plants 

does not exceed the capacity of their capacity at any time. Constraints (9) and (10) ensure that the final amount of 

material transported to recycling centers does not exceed their capacity at any time. Constraints (9) and (10) ensure 

the compatibility of the amount of disassembled vehicles implemented and materials transported to processing 

plants and the centers of conversion to waste capacity at any time, respectively. Constraint (13) ensures the 

compatibility of the number of spare parts transported to the intermediate market at any time. Constraint (14) ensures 

the amount of material transported from processing plants to recovery centers at any time. Constraint (15) ensures 
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the compatibility of the amount of material transported from processing plants to centers of conversion to waste 

during period t. Constraint (16) ensures that the value of decision variables 𝑋𝑖𝑗𝑡 , 𝑌𝑗𝑘𝑡  , 𝑍𝑗𝑛𝑝𝑡, 𝑢𝑘𝑚𝑡 , 𝑢𝑗𝑚𝑡 and 𝑊𝑘𝑙𝑡  is 

higher than zero and Constraint (17) determines that the value of decision variables 𝑎𝑗, 𝑏𝑘 and 𝛼𝑖𝑗𝑡  is zero or one. 

4-6.Defuzzification of model 

It can be observed from the model that the capacity and cost parameters of facility construction have been 

considered as fuzzy numbers. The fuzzy number ranking method of Jiménez (2007) was used for the defuzzification 

of the model. 

0

~

~min





=

x

bax

xcz

 

(18) 

Several methods have been proposed to solve fuzzy mathematical planning problems. In the present study, the 

ranking method provided by Jimenez was used. Jimenez proposed a method of ranking fuzzy numbers based on 

comparing their expected interval. The Triangular fuzzy number can be written as following from (Figure 8) if

{ , , }A L M U= : 

µ𝐴(𝑥) = [𝑓𝐴(𝑥) =
𝑋 − 𝐿

𝑀 − 𝐿
                  𝐿 ≤ 𝑋 ≤ 𝑀 1                            𝑋 = 𝑀        𝑔𝐴(𝑥)

=
𝑋 − 𝐿

𝑀 − 𝑈
                  𝑀 ≤ 𝑋 ≤ 𝑈    ] 

(19) 

 

1

UML

µ

AL Au

 

Figure 8- Triangular fuzzy number 

It has been assumed that 
( )Af x

 is continuous and ascending and
( )Ag x

 is continuous and descending to 

ensure the existence of reverse functions )(1 xf A

−

 and
1( )Ag x−

. The expected interval of a fuzzy number is defined 

as follow: 

 
(20) 

By aggregating the components as well as changing the variable, we will obtain: 

 
(21) 

If the functions 
)(xf A  and 

)(xg A  are linear and A
~

 is a fuzzy triangular number, its expected interval will 

be as follow: 
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Also, the expected value of the fuzzy number A
~

 equals to half of the expected interval range and for the fuzzy 

triangular number A
~

is as follow: 

2
)(

~

2

~

1

AA EE
AEV

+
=

 

(23) 

2

2
)(

UML
AEV

++
=

 

(24) 

Definition1: for both fuzzy numbers A
~

 and B
~

 the membership degree A
~

 being bigger than B
~

is in the 

following form: 













−

−−
−−−

−

−

=

01

],[0
)(

00
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~

,
~
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2122
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EEEEif
EEEE
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(25) 

So that, 
],[ 21

AA EE
 and

],[ 21

BB EE
 are the expected intervals of A

~
 and B

~
.  When

5.0)
~

,
~

( =BAM , it can 

be stated that  A
~

 and B
~

 are equal. 

When ( , )M A B  , it can be stated that A  is bigger equal to B  minimally with the degree α, which is 

displayed as 
A B  

Definition 2: suppose the vector
nx R , it is acceptable with degree α if: 

min{ ( , )}M Ax B =  (Which can be displayed as
Ax B ). Equation (21) can be re-written as follow: 

BBAA EExEE 1212 )1(])1[(  −++−
 

(26) 

According to the above-mentioned definitions, the fuzzy model can be converted into its equivalent definite 

and accurate model, which has been shown in follow: 

 

(27) 

Now, the fuzzy planning model is converted into its equivalent definite based on the above definition and using 

the mentioned method. 

}0,
~~
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𝑀𝑎𝑥 𝑧 = ∑

𝑗

𝑗=1

∑

𝑁

𝑛=1

∑

𝑃

𝑝=1

∑

𝑇

𝑡=1

𝑧𝑗𝑛𝑝𝑡𝑟𝑝 + ∑

𝐾

𝑘=1

∑

𝐿

𝑙=1

∑

𝑇

𝑡=1

𝑤𝑘𝑙𝑡𝑟𝑟

− ∑

𝐽

𝑗=1

𝑎𝑗[
𝑐𝑗

1 + 2𝑐𝑗
2 + 𝑐𝑗

3

4
] − ∑

𝑘

𝑘=1

𝑏𝑘[
𝑐𝑘

1 + 2𝑐𝑘
2 + 𝑐𝑘

3

4
]

− ∑

𝐼

𝑖=1

∑

𝐽

𝑗=1

∑

𝑇

𝑡=1

𝑥𝑖𝑗𝑡𝑐𝜐 − ∑

𝐼

𝑖=1

∑

𝐽

𝑗=1

∑

𝑇

𝑡=1

𝑥𝑖𝑗𝑡𝑜𝑐𝑗𝑡

− ∑

𝐽

𝑗=1

∑

𝐾

𝑘=1

∑

𝑇

𝑡=1

𝑦𝑗𝑘𝑡𝑜𝑐𝑘𝑡 − ∑

𝐼

𝑖=1

∑

𝐽

𝑗=1

∑

𝑇

𝑡=1

𝑥𝑖𝑗𝑡𝑐𝑡𝑖𝑗

− ∑

𝐽

𝑗=1

∑

𝐾

𝑘=1

∑

𝑇

𝑡=1

𝑦𝑗𝑘𝑡𝑐𝑡𝑗𝑘 − ∑

𝐽

𝑗=1

∑

𝑁

𝑛=1

∑

𝑃

𝑝=1

∑

𝑇

𝑡=1

𝑧𝑗𝑛𝑝𝑡𝑐𝑡𝑗𝑛

− ∑

𝐾

𝑘=1

∑

𝐿

𝑙=1

∑

𝑇

𝑡=1

𝑤𝑘𝑙𝑡𝑐𝑡𝑘𝑙 − ∑

𝐽

𝑗=1

∑

𝑀

𝑚=1

∑

𝑇

𝑡=1

𝑢𝑗𝑚𝑡𝑐𝑡𝑗𝑚

− ∑

𝐾

𝑘=1

∑

𝑀

𝑚=1

∑

𝑇

𝑡=1

𝑢2
𝑘𝑚𝑡𝑐𝑡𝑘𝑚 − ∑

𝐽

𝑗=1

∑

𝑀

𝑚=1

∑

𝑇

𝑡=1

𝑢𝑗𝑚𝑡𝑐𝑑

− ∑

𝐾

𝑘=1

∑

𝑀

𝑚=1

∑

𝑇

𝑡=1

𝑢𝑘𝑚𝑡𝑐𝑑 

(28) 

∑

𝐼

𝑖=1

𝑥𝑖𝑗𝑡 ≤ [𝛼
𝑐𝑎𝑝𝑗

1 + 𝑐𝑎𝑝𝑗
2

2
+ (1 − 𝛼) 

𝑐𝑎𝑝𝑗
2 + 𝑐𝑎𝑝𝑗

3

2
]𝑎𝑗∀𝑗, 𝑡 (29) 

∑

𝐽

𝑗=1

𝑦𝑗𝑘𝑡 ≤ [𝛼
𝑐𝑎𝑝𝑘

1 + 𝑐𝑎𝑝𝑘
2

2
+ (1 − 𝛼) 

𝑐𝑎𝑝𝑘
2 + 𝑐𝑎𝑝𝑘

3

2
]𝑏𝑘  ∀𝑘, 𝑡 

(30) 

∑

𝐾

𝑘=1

𝑤𝑘𝑙𝑡 ≤ 𝛼
𝑐𝑎𝑝𝑙

1 + 𝑐𝑎𝑝𝑙
2

2
+ (1 − 𝛼) 

𝑐𝑎𝑝𝑙
2 + 𝑐𝑎𝑝𝑙

3

2
  ∀𝑙, 𝑡 

(31) 

∑

𝐽

𝑗=1

𝑢𝑗𝑚𝑡 + ∑

𝐾

𝑘=1

𝑢𝑘𝑚𝑡 ≤ 𝛼
𝑐𝑎𝑝𝑚

1 + 𝑐𝑎𝑝𝑚
2

2
+ (1 − 𝛼) 

𝑐𝑎𝑝𝑚
2 + 𝑐𝑎𝑝𝑚

3

2
  ∀𝑚, 𝑡 

(32) 

 

5. Computational results 

The proposed whale algorithm was implemented in MATLAB software environment and the obtained results 

in a sample problem as a case study were comprised of the results obtained from the NSGA-II algorithm on 

experimental problems to evaluate its effectiveness. In this section, the computational results have been explained. 

It should be noted that all calculations have been performed using i7 7500U -12GB -1TB-R5 M335 4GB Core 

computer.  

5-1.Sample problems 

In this section, the problem of the case study has been first explained and then, the experimental sample 

problems have been presented. The case study was the reverse logistics of EOL vehicles in Iran. 

5-1-1.Case study 

The considered case study included the provinces of Tehran, Kashan, Qazvin, Khorasan, Tabriz, Semnan, and 

Azerbaijan. These provinces have centers for collecting EOL vehicles as well as potential locations for the 

establishment of disassembling and dismantling plants and processing plants. According to the above-mentioned 

explanations, the parameters of the case study’s problem were as follow: 
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● The number of potential locations for the establishment of facilities was equal to 7 and included the 

provinces of Tehran, Kashan, Qazvin, Khorasan, Tabriz, Semnan, and Azerbaijan.   

● The number of periods was considered equal to 12, which indicates 12 months and one year. Planning was 

done for a year. 

● The number of spare parts was equal to 8 and included front and rear doors, trunk lid, engine, hood, 

differential, gearbox, front console, and front and rear bumpers. 

● According to the opinion of experts, the fixed cost of establishing disassembling and dismantling plant in 

Tehran, Kashan, Qazvin, Khorasan, Tabriz, Semnan, and Azerbaijan provinces was relatively in the ranges 

of [250-300], [170-200], [220-260], [220-280], [220-280], [160-180] and [130-170] million Tomans, 

respectively. 

● According to the opinion of experts, the fixed cost of establishing processing plant Tehran, Kashan, Qazvin, 

Khorasan, Tabriz, Semnan, and Azerbaijan was relatively in the ranges of [280-320], [240-280], [260-300], 

[210-250], [220-260], [180-220] and [200-240] million Tomans, respectively. 

● According to the opinion of experts, the capacity of disassembling and dismantling plant was considered 

1800 for all of the cities. 

● According to the opinion of experts, the capacity of the processing plant was considered 3000 for all of the 

cities. 

● According to the opinion of experts, the capacity of recovery centers was considered 1000 for all of the 

cities. 

● According to the opinion of experts, the capacity of centers of conversion to waste was considered 1000 

for all of the cities. 

● Transportation costs between different centers in different cities have been considered as a function of the 

distance between centers, which equals 10,000 Tomans per 1 km. 

● According to the opinion of experts, the cost of conversion to waste was considered 50000. 

● The cost of incentive for returning each unit of vehicle to the collection centers was considered 1000. 

● According to the opinion of experts, the cost of operation of each unit for disassembling and dismantling 

plants in each period has been generated in a uniform range of [1000-2000]. 

● According to the opinion of experts, the cost of operation of each unit for processing plants in each period 

has been generated in a uniform range of [2000-4000]. 

● The profit per unit of the vehicle's reusable spare parts for the front and rear door parts, trunk lid, engine, 

hood, differential, gearbox, front console and front, and rear bumpers has been generated in a uniform 

ranges of [200-500], [200-500], [1000-2500], [150-300], [150-280], [600-850], [200-400] and [50-250], 

respectively. 

● The profit per unit of recovered products has been considered 200,000. 

● According to the available geographical information, the distance between centers was considered in 

kilometers. 

● In the present study, LCA and AHP methods have been used to calculate the parameters related to 

environmental and social effects, respectively. 

5-1-2.The environmental effects 

In the present study, the LCA1 method was used to calculate the parameters related to environmental effects. 

LCA is a decision-making tool that assesses the environmental status of products, production activities, and 

processes throughout their useful life. LCA enjoys a variety of techniques to estimate the economic, social, and 

environmental value of products, activities, and processes. Nowadays, an increasing number of manufacturers, 

companies, government agencies, academia, and industry utilize from LCA to assess the long-term effects of their 

plans and make decisions about them. 

 
1 Life Cycle Assessment 



Turkish Journal of Computer and Mathematics Education  Vol.12 No.14 (2021), 1728-1762 

1743 

 

  
  

Research Article   

In the present study, the criteria of "human health", "environmental quality" and "resource consumption" have 

been used to measure environmental effects. According to the opinion of experts, the initial weight of these criteria 

for all facilities was considered equal to 0.4, 0.4, and 0.2, respectively. Also, the stages of vehicle collection, 

dismantling, processing, and transportation have been analyzed to utilize from the LCA method. Measurement of 

environmental effects by the LCA method has been evaluated in the form of the second-order objective function of 

the mathematical model. 

5-1-3.Social effects 

The hierarchical analysis method has been used to determine the social effects, which estimate the level of these 

effects in the stages of vehicle collection, dismantling, processing and transportation based on the criteria of "local 

development", "product risk", "damage to the worker" and "employment".  

The purpose of the hierarchical analysis technique is to select the best option based on different criteria through 

a paired comparison. This technique is also used to weigh criteria. Since increasing the number of elements in each 

cluster makes it difficult to comprise pairs, the decision criteria are usually divided into sub-criteria. Utilizing this 

method requires four main steps: 

Modeling: the decision elements including decision indicators and options are identified in this step. AHP needs 

to define the problem hierarchically and the hierarchical tree is specified in this step. 

Preferential judgment (paired comparisons): in this step, the indicators are judged in pairs and the data are 

collected. This is done by performing two-by-two comparisons between the elements of decision (paired 

comparison) and assigning numerical scores that indicate the preference or importance between two elements of the 

decision. For this purpose, ith options or indicators are usually comprised of jth options or indicators. Table 2 shows 

how the indicators are evaluated relative to each other. 

Table 2- Evaluation of indicators relative to each other 

Prior 

value 

Comprising the status 

of i relative to j 

Explanation  

1 
Equal importance 

Option or indicator i is equal to j or are not superior to 

each other. 

3 Relatively more 

important 

Option or indicator i is relatively more important than j 

5 More important Option or indicator i is more important than j 

7 Much more important Option or indicator i is very superior to j 

9 
Quite important 

Option or indicator i is absolutely more important than j 

and cannot be compared to j 

2, 4, 6, 8 

Intermediate values 

Indicates the Intermediate values between preferential 

values. As an example, 8 indicate and importance higher than 

7 and lower than 9 for I. 

 

Relative weight calculations: in this step, the priority of decision elements is determined using numerical 

calculations. To take this step, the sum of numbers in each column of the paired comparisons matrix is calculated. 

Then, each element of the column is divided by the sum of numbers in that column. The newly obtained matrix is 

called the "normalized comparison matrix".  The average of each row of normalized comparison matrix is then 

calculated. This average provides the relative weight of decision elements with the matrix lines. 

Integration of relative weights: in this step, the relative weight of each element must be multiplied by the weight 

of higher elements and obtain its final weigh to rank the decision options. The value of the final weight is obtained 

by taking this step for each option.  

In the present study, experts were asked to conduct paired comparisons between the criteria of "local 

development", "employment", "worker damage" and "product risk" for the stages of vehicle collection, dismantling, 

processing, and transportation in each of the provincial centers. Finally, the AHP method was used to determine the 

weights of social effects in each of the provincial centers for each of the facilities of dismantling and processing 

after gathering the data obtained from paired comparisons.  
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According to the results of AHP, the normalized weight for criteria of "local development", "employment", 

"worker damage" and "product risk" were obtained equal to 0.231, 0.487, 0.065, and 0.226, respectively. Table 3 

represents the weights of each provincial center for the criteria of "local development", "employment", "worker 

damage" and "product risk". 

Table 3- Social effect values 

Name of provincial center Local 

development 

employme

nt 

Worker 

damage 

Product 

risk 

Tehran dismantlin

g 

0.211 0.478 0.264 0.121 

processing 0.278 0.312 0.185 0.143 

Kashan dismantlin

g 

0.203 0.426 0.279 0.122 

processing 0.183 0.423 0. 354 0.108 

Qazvin dismantlin

g 

0.279 0.337 0.263 0.179 

processing 0.204 0.419 0.284 0.154 

Khorasan dismantlin

g 

0.195 0.259 0.247 0.139 

processing 0.230 0.302 0.172 0. 292 

Tabriz dismantlin

g 

0.238 0.409 0.272 0. 225 

processing 0.215 0.466 0.281 0.114 

Semnan dismantlin

g 

0.252 0.332 0.250 0.127 

processing 0.184 0.496 0.259 0.156 

Azerbaija

n 

dismantlin

g 

0.233 0.409 0.255 0.184 

processing 0.244 0.305 0.234 0. 123 

 

5-1-4.How to generate sample problems 

In the present article, several experimental sample problems have been randomly generated in addition to the 

case study and solved by understudy algorithms and the results of their solution comprised of each other. The 

designed experimental sample problems to be solved by algorithms have been presented in Table 4. 

 

 

Table 4- Sample problems 

Size 

Pro

blem 

number 

No. 

of 

collection 

center 

No. of 

potential 

locations 

for 

dismantling 

plant 

No. of 

potential 

locations 

for 

processing 

plant 

No. 

of 

recovery 

centers 

No. of 

centers for 

conversion 

to waste 

No. of 

intermediate 

markets 

N

o. of 

spare 

parts 

Sma

ll 

1 2 4 2 2 2 1 4 

2 2 4 2 2 2 2 4 
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3 2 4 2 2 2 3 4 

4 2 4 2 2 2 4 4 

5 3 5 2 2 2 1 4 

6 3 5 2 2 2 2 4 

7 3 5 2 2 2 3 4 

8 3 5 2 2 2 4 4 

9 5 7 2 2 2 3 4 

10 5 7 2 2 2 4 4 

Med

ium 

1 10 5 5 5 10 5 1

0 

2 10 5 5 5 10 5 1

0 

3 10 5 5 5 10 5 1

0 

4 10 5 5 5 10 5 1

0 

Lar

ge 

1 20 10 5 10 15 5 1

0 

2 20 10 5 10 15 5 1

0 

3 20 10 5 10 15 5 1

0 

4 20 10 5 10 15 5 1

0 

5 30 15 10 10 15 5 1

0 

6 30 15 10 10 15 5 1

0 

 

In the sample problems, the model solving parameters have been set as follows: 

In the presented model, several model parameters were considered fuzzy. The triangular fuzzy number was 

used to generate fuzzy values. To triangular numbers related to each of the fuzzy parameters (m1, m2, m3), m2 was 

firstly generated and then, the random number r was generated in the range (0, 1) and m1 was generated using 

Relation (m2*1-r) and m3 generated using Relation (m2*1+r)). To set the value of fuzzy parameters, m2 was 

randomly assigned and the values of m1 and m3 were determined using the MATLAB program. For this reason, the 

value of m2 has been only mentioned here for the section of setting these parameters. 

● The fixed cost of establishing the disassembling and dismantling plant is in the form of a triangular fuzzy 

number ( 1, 2, 3)m m m  that m2 has been considered in the uniform range of [200-500]. 

● The fixed cost of establishing the processing plant is in the form of a triangular fuzzy number 

( 1, 2, 3)m m m  that m2 has been considered in the uniform range of [200-500]. 

● The capacity of disassembling and dismantling plants is in the form of a triangular fuzzy number 

( 1, 2, 3)m m m  that m2 has been considered in the uniform range of [2000-4000]. 
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● The capacity of the processing plant is in the form of a triangular fuzzy number ( 1, 2, 3)m m m  that m2 

has been considered in the uniform range of [3000-5000]. 

● The capacity of recovery centers is in the form of a triangular fuzzy number ( 1, 2, 3)m m m  that m2 has 

been considered in the uniform range of [1000-3000]. 

● The capacity of centers for conversion to waste is in the form of a triangular fuzzy number ( 1, 2, 3)m m m  

that m2 has been considered in the uniform range of [1000- 3000]. 

● Transportation costs between different centers in different cities have been considered as a function of the 

distance between centers, which equals 10,000 Tomans per 1 km. 

● According to the opinion of experts, the cost of converting to waste has been considered 50000. 

● The cost of incentive for returning each unit of vehicle to the collection centers was considered. 

● According to the opinion of experts, the cost of operation of each unit for disassembling and dismantling 

plants in each period has been generated in a uniform range of [1000...2000]. 

● According to the opinion of experts, the cost of operation of each unit for processing plants in each period 

has been generated in a uniform range of [2000...4000]. 

● The profit per unit of the vehicle's reusable spare parts has been generated in a uniform range of [50-3000]. 

● The profit per unit of recovered products has been considered 200,000. 

● The distance between centers has been considered in the uniform range [200-1000]. 

● LCA and AHP methods have been used to calculate the parameters related to environmental and social 

effects, respectively. 

5-2. Algorithm setting 

Taguchi experimental design and analysis in the MINITAB software were used to adjust some of the parameters 

of the two proposed algorithms. The parameters included whale population size, the number of repeated 

neighborhood search variables, and the number of repetitions in the whale optimization algorithm, population size, 

mutation rate, and intersection rate and the number of repetitions in the NSGA-II algorithm. 

5-2-1.Parameter tuning 

To adjust the parameters of the whale algorithm, the values of each of these parameters have been investigated 

at three levels shown in Table 5. 

 Table 5- Whale algorithm parameters 

No. of 

Neighborhood search 

iteration 

Population 

size 

No. of 

iteration 

5 70 150 

10 150 300 

15 200 500 

 

To adjust the parameters of the genetic algorithm, the values of the two parameters of mutation rate and 

intersection rate at 3 levels and the population size at three levels have been investigated, in which the levels have 

been shown in Table 6. 

Table 6- NSGA-II algorithm parameters 

Population 

size 

Crossover 

rate 

Mutation 

rate 

No. of 

iteration 

70 0.75 0.006 150 

150 0.85 0.009 300 
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200 0.95 0.01 500 

 

To perform the analysis, a criterion called RPD has been designed, which its calculation has been shown in Eq. 

33. 

 (33) 

Algsol: the value of each obtained objective function for each problem by the desired combination of parameters. 

Bestsol: the best value of objective function obtained from the values of all combinations for each problem. 

Each problem was performed for each of the above combinations, and the RPD criterion was calculated for 

each problem and finally, the corresponding graph was drawn. 

To adjust the parameter, Taguchi L9 experimental method was used. The orthogonal value of two algorithms 

has shown in Table 7 and Table 8. 

Table 7- Whale algorithm RPD 

value 

RPD  

No. 

iteration 

Population 

size 

NHS 

iteration 

Samp

le No. 

0.2341 150 70 5 1 

0.4367 300 150 5 2 

0.3395 500 200 5 3 

0.3083 300 70 10 4 

0.1285 500 150 10 5 

0.2216 150 200 10 6 

0.1993 500 70 15 7 

0.4643 150 150 15 8 

0.2942 300 200 15 9 

 

Table 8- NSGA-II algorithm RPD 

value 

RPD  

No. 

iteration 

Mutati

on rate 

Crossov

er rate 

Populati

on size 

Samp

le No. 

0.5032 150 0.006 0.75 70 1 

0.1259 300 0.009 0.85 70 2 

0.7419 500 0.01 0.95 70 3 

0.6635 500 0.009 0.75 150 4 

0.4917 150 0.01 0.85 150 5 

0.0045 300 0.006 0.95 150 6 

0.7124 300 0.01 0.75 200 7 

0.7280 500 0.006 0.85 200 8 

0.2942 300 0.009 0.95 200 9 

 

The results obtained from MINITAB software related to the whale optimization algorithm have been shown in 

Figure 9 and Figure 10. 

100)
lg

( 
−

= 
sol

solsol

Best

Besta
RPD
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Figure 9- Whale algorithm noise signal 
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Figure 10- Mean effect of whale algorithm 

Figures 9 and 10 represent the analysis of parameter adjustment by the Taguchi method. As can be seen in 

Figure 9, the population size, algorithm repetitions, and neighborhood search are effective at the levels of 2, 2, and 

1, respectively. In another word, the population size, number of VNS repetitions and repetitions in the whale 

optimization algorithm has been considered equal to 150, 5, and 300, respectively. The diagrams related to the 

NSGA-II algorithm are depicted in Figure 11 and Figure 12. 
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Figure 11- NSGA-II noise signal 
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Figure 12- Mean effect of NSGA-II 

Figures 11 and 12 represent the analysis of parameter adjustment by the Taguchi method. As can be seen from 

Figure 11, the mutation rate, intersection rate and, algorithm repetitions, and population size are effective at the 

levels of 3, 1, and 3, respectively. Therefore, the values of 300, 500, 0.01, and 0.75 were considered for population 

size, algorithm repetitions, mutation rate, and intersection rate, respectively.   

5-2-2. Comparative indicators 

There are various indicators to evaluate the quality and dispersion of a multi-objective meta-heuristic algorithm. 

In the present study, three following indicators were used for comparisons. 

Quality indicator: This indicator compares the quality of Pareto efficiency solutions obtained by each method. 

The indicator level all Pareto efficiency solutions obtained from both methods and determine what percentage of 

level one’s solutions belong to each method. Whatever the percentage is higher, the algorithm has higher quality. 

Spacing indicator: This criterion tests the uniformity of obtained Pareto efficiency solutions’ distribution at the 

response boundary. The indicator is defined as follows: 

mean

1N

1i imean

d)1N(

dd
s

−

−
=


−

=

 

(34) 
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Where, ( id
) indicates the Euclidean distance between two non-dominated adjacent solutions and ( meand

) is 

the mean of id
values. 

Dispersion indicator: this indicator is used to determine the amount of non-dominated solutions on the optimal 

boundary. The dispersion indicator is defined as follow: 

)max(
1 =

−=
N

i

i

t

i

t yxD
 

(35) 

Where, (

i i

t tx y−
) indicates the Euclidean distance between two adjacent solutions of (

i

tx
) and (

i

ty
) on the 

optimal boundary. 

5-3. Solution results 

In this section, the performance of the proposed integrated whale optimization algorithm and the NSGA-II 

algorithm has been investigated and analyzed for problem-solving related to case study and randomly designed 

problems. 

5-3-1.The results obtained from solving the problem of case study 

As was mentioned in the previous section, the presented mathematical model was solved using GAMS Software 

for a case study including the reverse logistics of EOL vehicles in the provinces of Tehran, Kashan, Qazvin, Tabriz, 

Azerbaijan, Khorasan, and Semnan. Model solving parameters for the case study as well as algorithm-related 

parameters were described in previous sections. After solving the problem related to the case study, the values of 

objective functions were as follows. The Epsilon constraint method was used to solve the model, which has been 

described below. 

As it is known, there are many methods to solve multi-objective problems such as multi-objective solving 

methods based on the Pareto Archive, goals weighting method, and e-constraint method. In the present thesis, a 

Pareto Archive-based multi-objective algorithm has been proposed, which described in the next chapter. To 

investigate and prove the validity of the model as well as the solution algorithm, the proposed three-objective model 

was converted to a single-objective model using the e-constraint method and then solved by the solution algorithm 

and GAMS Software. Finally, the results of solving the single-objective model were comprised of each of the 

objective functions using a solution algorithm and GAMZ Software. In the following, the e-constraint method has 

been described. Suppose the multi-objective problem is as follows: 

(𝑓1(𝑥), 𝑓2(𝑥), … , 𝑓𝑝(𝑥)) 

𝑠. 𝑡. 

𝑥 ∈ 𝑆 

Where, S is the possible space of solution and x is the set of model variables. In the e-constraint method, one 

of the objective functions is considered and optimized as the target, and the other target functions are considered as 

constraints. The above multi-objective model can be converted to the following single-objective model through the 

e-constraint method: 

𝑓1(𝑥)  

𝑠. 𝑡. 

𝑓2(𝑥) ≥ 𝑒2 

𝑓3(𝑥) ≥ 𝑒3 

. 

. 

𝑓𝑝(𝑥) ≥ 𝑒𝑝 

Based on what has been described, the proposed three-objective model of the present research has been 

converted to a single-objective model as follows. 

First objective function optimization: 
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𝑚𝑎𝑥 𝑧1 = ∑

𝑐

𝑘=1

∑

𝑛

𝑖=1

∑

𝑚

𝑗=1

𝑐𝑖𝑗𝑘𝑑𝑖𝑗𝑤𝑖𝑗𝑘 + ∑

𝑐

𝑘=1

∑

𝑛

𝑖=1

∑

𝑛

𝑖′=1,𝑖′≠𝑖

𝑐′𝑖𝑖′𝑘𝑑𝑖𝑖′𝑤′𝑖𝑖′𝑘

+ ∑

𝑐

𝑘=1

∑

𝐿

𝑙=1

∑

𝑛

𝑖=1

𝑐𝑙𝑖𝑘𝑑𝑖𝑙𝑤𝑙𝑖𝑘  

(36) 

s.t. 

 
 

∑

𝑗

∑

𝑘

∑

𝑡

𝑌𝑗𝑘𝑡𝐸𝐼𝑘 + ∑

𝑖

∑

𝑗

∑

𝑡

𝑋𝑖𝑗𝑡𝐸𝐼𝑗  

+𝐸𝐼𝐶𝑇 [∑

𝑖

∑

𝑗

∑

𝑡

𝑋𝑖𝑗𝑡𝑑𝑖𝑗 + ∑

𝑗

∑

𝑘

∑

𝑡

𝑌𝑗𝑘𝑡𝑑𝑗𝑘 + ∑

𝑗

∑

𝑛

∑

𝑡

𝑍𝑗𝑛𝑝𝑡𝑑𝑗𝑛

+ ∑

𝑘

∑

𝑙

∑

𝑡

𝑊𝑘𝑙𝑡𝑑𝑘𝑙 + ∑

𝑗

∑

𝑚

∑

𝑡

𝑈𝑗𝑚𝑡𝑑𝑗𝑚

+ ∑

𝑘

∑

𝑚

∑

𝑡

𝑈𝑘𝑚𝑡𝑑𝑘𝑚] ≤ 𝜀2 

(37) 

∑ ∑

𝑗

∑

𝑡

(𝑊𝑒𝑚𝐸𝑀𝑗𝑡 + 𝑊𝑙𝑑𝑙𝑑𝑗 + 𝑊𝑑𝑚𝐷𝑀𝑗 + 𝑊𝑝𝑟𝑃𝑅𝑗)𝑎𝑗

+ ∑ ∑

𝑘

∑

𝑡

(𝑊𝑒𝑚𝐸𝑀𝑘𝑡 + 𝑊𝑙𝑑𝑙𝑑𝑘 + 𝑊𝑑𝑚𝐷𝑀𝑘 + 𝑊𝑝𝑟𝑃𝑅𝑘)𝑏𝑘 ≥ 𝜀3 

(38) 

Second objective function optimization: 

𝑚𝑖𝑛 𝑧2 = ∑

𝑗

∑

𝑘

∑

𝑡

𝑌𝑗𝑘𝑡𝐸𝐼𝑘 + ∑

𝑖

∑

𝑗

∑

𝑡

𝑋𝑖𝑗𝑡𝐸𝐼𝑗  

+𝐸𝐼𝐶𝑇 [∑

𝑖

∑

𝑗

∑

𝑡

𝑋𝑖𝑗𝑡𝑑𝑖𝑗 + ∑

𝑗

∑

𝑘

∑

𝑡

𝑌𝑗𝑘𝑡𝑑𝑗𝑘 + ∑

𝑗

∑

𝑛

∑

𝑡

𝑍𝑗𝑛𝑝𝑡𝑑𝑗𝑛

+ ∑

𝑘

∑

𝑙

∑

𝑡

𝑊𝑘𝑙𝑡𝑑𝑘𝑙 + ∑

𝑗

∑

𝑚

∑

𝑡

𝑈𝑗𝑚𝑡𝑑𝑗𝑚

+ ∑

𝑘

∑

𝑚

∑

𝑡

𝑈𝑘𝑚𝑡𝑑𝑘𝑚] 

(39) 

s.t. 

 
 

∑

𝑐

𝑘=1

∑

𝑛

𝑖=1

∑

𝑚

𝑗=1

𝑐𝑖𝑗𝑘𝑑𝑖𝑗𝑤𝑖𝑗𝑘 + ∑

𝑐

𝑘=1

∑

𝑛

𝑖=1

∑

𝑛

𝑖′=1,𝑖′≠𝑖

𝑐′𝑖𝑖′𝑘𝑑𝑖𝑖′𝑤′𝑖𝑖′𝑘

+ ∑

𝑐

𝑘=1

∑

𝐿

𝑙=1

∑

𝑛

𝑖=1

𝑐𝑙𝑖𝑘𝑑𝑖𝑙𝑤𝑙𝑖𝑘 ≥ 𝜀1 

(40) 
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∑ ∑

𝑗

∑

𝑡

(𝑊𝑒𝑚𝐸𝑀𝑗𝑡 + 𝑊𝑙𝑑𝑙𝑑𝑗 + 𝑊𝑑𝑚𝐷𝑀𝑗 + 𝑊𝑝𝑟𝑃𝑅𝑗)𝑎𝑗

+ ∑ ∑

𝑘

∑

𝑡

(𝑊𝑒𝑚𝐸𝑀𝑘𝑡 + 𝑊𝑙𝑑𝑙𝑑𝑘 + 𝑊𝑑𝑚𝐷𝑀𝑘 + 𝑊𝑝𝑟𝑃𝑅𝑘)𝑏𝑘 ≥ 𝜀3 

 

(38) 

Third objective function optimization: 

𝑚𝑎𝑥 𝑧3 = ∑ ∑

𝑗

∑

𝑡

(𝑊𝑒𝑚𝐸𝑀𝑗𝑡 + 𝑊𝑙𝑑𝑙𝑑𝑗 + 𝑊𝑑𝑚𝐷𝑀𝑗 + 𝑊𝑝𝑟𝑃𝑅𝑗)𝑎𝑗

+ ∑ ∑

𝑘

∑

𝑡

(𝑊𝑒𝑚𝐸𝑀𝑘𝑡 + 𝑊𝑙𝑑𝑙𝑑𝑘 + 𝑊𝑑𝑚𝐷𝑀𝑘 + 𝑊𝑝𝑟𝑃𝑅𝑘)𝑏𝑘 

(41) 

s.t. 

 
 

∑

𝑐

𝑘=1

∑

𝑛

𝑖=1

∑

𝑚

𝑗=1

𝑐𝑖𝑗𝑘𝑑𝑖𝑗𝑤𝑖𝑗𝑘 + ∑

𝑐

𝑘=1

∑

𝑛

𝑖=1

∑

𝑛

𝑖′=1,𝑖′≠𝑖

𝑐′𝑖𝑖′𝑘𝑑𝑖𝑖′𝑤′𝑖𝑖′𝑘

+ ∑

𝑐

𝑘=1

∑

𝐿

𝑙=1

∑

𝑛

𝑖=1

𝑐𝑙𝑖𝑘𝑑𝑖𝑙𝑤𝑙𝑖𝑘 ≥ 𝜀1 

(40) 

∑

𝑗

∑

𝑘

∑

𝑡

𝑌𝑗𝑘𝑡𝐸𝐼𝑘 + ∑

𝑖

∑

𝑗

∑

𝑡

𝑋𝑖𝑗𝑡𝐸𝐼𝑗

+ 𝐸𝐼𝐶𝑇 [∑

𝑖

∑

𝑗

∑

𝑡

𝑋𝑖𝑗𝑡𝑑𝑖𝑗 + ∑

𝑗

∑

𝑘

∑

𝑡

𝑌𝑗𝑘𝑡𝑑𝑗𝑘

+ ∑

𝑗

∑

𝑛

∑

𝑡

𝑍𝑗𝑛𝑝𝑡𝑑𝑗𝑛 + ∑

𝑘

∑

𝑙

∑

𝑡

𝑊𝑘𝑙𝑡𝑑𝑘𝑙

+ ∑

𝑗

∑

𝑚

∑

𝑡

𝑈𝑗𝑚𝑡𝑑𝑗𝑚 + ∑

𝑘

∑

𝑚

∑

𝑡

𝑈𝑘𝑚𝑡𝑑𝑘𝑚] ≤ 𝜀2 

(37) 

 

For example, the model should be solved using GAMS Software without taking into account the mentioned 

objective function and combing the weights of two other objectives to calculate the e1, e2 and e3 and the related 

objective function should be calculated using the obtained optimal solution and it value considered as e. Table 9 

indicates the value of the first objective function in the proposed algorithm is better than the same value in GAMS 

Software. On the other hand, the value of the second objective function in GAMS Software is better than its value 

in the proposed integrated algorithm. Also, the value of the third objective function is the same for both methods. 

Table 9- Objective function value of case study 

Solution approach 
Objective function Value 

f1 f2 f3 

Whale algorithm 57432904 578425 469 

GAMS  49332751 552193 469 

 

According to the definition of non-dominated relations, the solutions obtained from the two methods are non-

dominated to each other and it means that these solutions do not dominate over each other and are on the same level 

in terms of quality. Figure 13 represents the location of the facility at potential places as well as the relationships 
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between them. It should be noted that it is based on the output of the whale optimization algorithm. In Figure 13, 

the provincial centers have been marked. The circle mark indicates the establishment of dismantling plants in these 

provinces and the triangle mark indicates the establishment of a processing plant. The arrows also indicate the 

allocation of collection centers to these dismantling plants. 

 

Figure 13- Facility location of case study 

As shown in Figure 13, the dismantling plant has been established in Tehran, Semnan, Khorasan, and Tabriz 

provinces. The processing plant has been also established in Kashan, Semnan, Khorasan, and Tabriz provinces. 

According to the diagram, there is a material flow between collection center of Tehran and dismantling plants of 

Tehran and Semnan, between collection centers of Khorasan and dismantling plants of Khorasan and Tehran, 

between collection center of Kashan and dismantling plants of Semnan and Tehran, between collection centers and 

dismantling plant of Tabriz and finally, between collection center of Azerbaijan and dismantling plant of Tabriz. 

5-3-2.The results obtained from solving the random experimental problems 

In the present study, several experimental problems were randomly generated and solved multi-objective whale 

optimization and NSGA-II algorithms to more accurately comprise their performance. The comparative results for 

solving these problems have been presented in Table 10 according to proposed indicators. 

Table 10- Solution results of the small size problem 

NSGA-II WOA( whales optimization algorithm) 

P

rob. 
Size 

N

o. of 

Paret

o 

soluti

on 

cp

u time 

Dive

rsity 

metric 

Spa

cing 

metric 

Qu

ality 

metric 

No. 

of 

Pareto 

solution 

cp

u time 

Dive

rsity 

metric 

Spa

cing 

metric 

Q

uality 

metric 

 

301 

73.

4 

740.

7 

0.7

8 

14.

8 

380

  

15

5.2 

985.

2 

0.9

2 

85

.2 
1 

Sma

ll 

 

79 

73.

6 

840.

9 

0.4

7 

16.

5 

 29

9 

15

9.2 

136

5.9 

0.5

1 

83

.5 
2 

 

47 

80.

1 

850.

2 

0.5

6 

11.

9 

 53

4 

16

0.1 

143

9.9 

0.6

4 

88

.1 
3 

 

301 

89.

2 

113

0.6 

0.7

1 

0  20

0 

16

2.5 

146

8.3 

1.0

6 

10

0 
4 

Te

hran 

Q

azvin 

Se

mnan 

Ka

shan 

Kho

rasan 

T

abriz 

Azer

baijan 
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85.

2 

122
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0.4

4 

12.
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 19

8 

16

3.1 
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2.2 

0.6

8 

87

.7 
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211 
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1.3 
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8 

12.
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 23

1 

17

1.8 
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0.9
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87

.6 
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1.8 
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8.9 

0.7

1 
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.4 
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136
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14.
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18

2.4 

176

3.2 

0.7

3 

85

.8 
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351 
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4.9 

121

8.4 

0.4

9 

11.
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 48

8 

18

4.7 

193

0.2 

1.0

1 

88

.1 
9 

 

400 

13

6.7 

149

5.4 

0.7

0 

11.
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9 

19

9.4 
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1
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1
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c. Spacing indicator comparison d. CPU time comparison 

 

e. Comparison of Pareto solution between two algorithms 

 

Figure 14- Comparison of the proposed algorithms in small size problems 
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c. Spacing indicator comparison d. CPU time comparison 

 

e. Comparison of Pareto solution between two algorithms 

Figure 15- Comparison of the proposed algorithms in large and medium-size problems 

Figures 14 and 15 show that the whale algorithm has a higher ability to produce higher quality responses 

compared to the NSGA-II algorithm in all cases. The whale algorithm can generate solutions with higher dispersion 

compared to the NSGA-II algorithm. In other words, the whale algorithm has a greater ability to explore and extract 

possible space of solutions compared to the NSGA-II algorithm. As can be seen from the above Tables, the NSGA-

II algorithm produces solutions with higher uniformity compared to the whale optimization algorithm. 

The execution time of algorithms has been also shown in the above Tables that the values of the execution time 

and the diagrams of execution time indicate the higher execution time of multi-objective whale optimization 

algorithm. Since the proposed method intelligently searches many points of the solution space for iterations due to 

its designed structure, it is obvious that the method takes more computational time compared to the NSGA-II 

method. 

5-4. Statistical analysis of comprising two algorithms 

The results of solving sample problems with small, medium, and large sizes by two algorithms were based on 

comparative indicators of quality, dispersion, and uniformity. In this section, the difference between the results of 

the two algorithms has been investigated based on statistical analysis and developing appropriate hypotheses.  

The T-student test was used to investigate the comparative indicators, which have been described in below. It 

should be noted that each of the hypotheses has been tested separately for problems of small, medium, and large 

size. 

Hypothesis 1: There is a significant difference between the quality indicators of the whale algorithm and genetic 

algorithm. 
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Table 11 shows that there is a significant difference between averages of the two groups and the statistical value 

is beyond the confidence level. Therefore, H0 was rejected and H1 was accepted, which indicates a significant 

difference between quality indicators of whale algorithm and genetic algorithm for small size problems. According 

to the results of Table 12, there is a significant difference between averages of the two groups and the statistical 

value is beyond the confidence level. Therefore, H0 was rejected and H1 was accepted, which indicates a significant 

difference between quality indicators of whale algorithm and genetic algorithm for medium and large size problems. 

Table 11- Result of testing the first hypothesis for small size problems 

Sample  Sample size Mean  Standard 

deviation 

Mean of error 

WOA 

NSGA-II 

10 

10 

87.8 

12.2 

4.7 

4.7 

1.5 

1.5 

 

 t 

Degr

ees of 

freedom 

Significa

nce level 

Average 

difference 

Confidence level of 95% 

Lower Upper 

WOA 58.7

92 

9 .000 87.31000 83.9505 90.6695 

NSG

A-II 

7.87

2 

9 .000 11.69000 8.3305 15.0495 

 

Table 12- Result of testing the first hypothesis for medium and large size problems 

Sample  Sample size Mean  Standard 

deviation 

Mean of error 

WOA 

NSGA-II 

10 

10 

85.2 

14.8 

9.5 

9.5 

3.03 

3.03 

 

 t 

Degr

ees of 

freedom 

Significa

nce level 

Average 

difference 

Confidence level of 95% 

Lower Upper 

WOA 27.

923 

9 .000 84.68000 77.8197 91.5403 

NSGA

-II 

4.7

22 

9 .001 14.32000 7.4597 21.1803 

 

Hypothesis 2: There is a significant difference between dispersion indicators of whale algorithm and genetic 

algorithm. 

According to the results of Table 13, there is a significant difference between averages of the two groups and 

the statistical value is beyond the confidence level. Therefore, H0 was rejected and H2 was accepted, which indicates 

a significant difference between dispersion indicators of whale algorithm and genetic algorithm for small size 

problems. Table 14 states that there is a significant difference between averages of the two groups and the statistical 

value is beyond the confidence level. Therefore, H0 was rejected and H2 was accepted, which indicates a significant 

difference between dispersion indicators of whale algorithm and genetic algorithm for medium and large size 

problems. 

Table 13- Result of testing the second hypothesis for small size problems 

Sample  Sample size Mean  Standard 

deviation 

Mean of error 
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WOA 

NSGA-II 

10 

10 

1595.9 

1146.76 

298.5 

253.5 

94.5 

80.1 

 

 t 

Degr

ees of 

freedom 

Significa

nce level 

Average 

difference 

Confidence level of 95% 

Lower Upper 

WOA 16.

876 

9 .000 1595.4000

0 

1381.5381 1809.2619 

NSGA

-II 

14.

297 

9 .000 1146.2600

0 

964.8892 1327.6308 

 

 Table 14- Result of testing the second hypothesis for medium and large size problems 

Sample  Sample size Mean  Standard 

deviation 

Mean of error 

WOA 

NSGA-II 

10 

10 

3737.9 

3014.36 

1177.5 

1330.4 

372.4 

420.7 

 

 t 

Degr

ees of 

freedom 

Significa

nce level 

Average 

difference 

Confidence level of 95% 

Lower Upper 

WOA 10.

037 

9 .000 3737.4000

0 

2895.0631 4579.7369 

NSGA

-II 

7.1

64 

9 .000 3013.8600

0 

2062.1450 3965.5750 

 

Hypothesis 3: There is a significant difference between uniformity indicators of whale algorithm and genetic 

algorithm. 

Table 15 indicates a significant difference between averages of the two groups and the statistical value is beyond 

the confidence level. Therefore, H0 was rejected and H3 was accepted, which indicates a significant difference 

between uniformity indicators of whale algorithm and genetic algorithm for small size problems. 

Table 15- Result of testing the third hypothesis for small size problems 

Sample  Sample size Mean  Standard 

deviation 

Mean of error 

WOA 

NSGA-II 

10 

10 

0.84 

0.60 

0.24 

0.133 

0.076 

0.042 

 

 t 

Degr

ees of 

freedom 

Significa

nce level 

Average 

difference 

Confidence level of 95% 

Lower Upper 

WOA 4.5

84 

9 .001 .34900 .1768 .5212 

NSGA

-II 

2.4

16 

9 .039 .10200 .0065 .1975 
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According to the results of Table 16, there is a significant difference between averages of the two groups and 

the statistical value is beyond the confidence level. Therefore, H0 was rejected and H3 was accepted, which indicates 

a significant difference between uniformity indicators of whale algorithm and genetic algorithm for medium and 

large size problems. 

Table 16- Result of testing the third hypothesis for medium and large size problems 

Sample  Sample size Mean  Standard 

deviation 

Mean of error 

WOA 

NSGA-II 

10 

10 

1.24 

0.66 

0.44 

0.073 

0.14 

0.023 

 

 t 

Degr

ees of 

freedom 

Significa

nce level 

Average 

difference 

Confidence level of 95% 

Lower Upper 

WOA 5.3

23 

9 .000 .73700 .4238 1.0502 

NSGA

-II 

6.9

51 

9 .000 .16100 .1086 .2134 

 

Hypothesis 4: There is a significant difference between execution times of whale algorithm and genetic 

algorithm. 

According to the results of Table 17, there is a significant difference between averages of the two groups and 

the statistical value is beyond the confidence level. Therefore, H0 was rejected and H4 was accepted, which indicates 

a significant difference between execution times of whale algorithm and genetic algorithm for small size problems. 

As well, Table 18 states that there is a significant difference between averages of the two groups and the statistical 

value is beyond the confidence level. Therefore, H0 was rejected and H4 was accepted, which indicates a significant 

difference between execution times of whale algorithm and genetic algorithm for medium and large size problems. 

Table 17- Result of testing the fourth hypothesis for small size problems 

Sample  Sample size Mean  Standard 

deviation 

Mean of error 

WOA 

NSGA-II 

10 

10 

172.02 

100.59 

14.42 

23.31 

4.56 

7.37 

 

 t 

Degr

ees of 

freedom 

Significa

nce level 

Average 

difference 

Confidence level of 95% 

Lower Upper 

WOA 37.

692 

9 .000 171.97000 161.6490 182.2910 

NSGA

-II 

13.

638 

9 .000 100.54000 83.8635 117.2165 

 

 Table 18- Result of testing the fourth hypothesis for medium and large size problems 

Sample  Sample size Mean  Standard 

deviation 

Mean of error 

WOA 

NSGA-II 

10 

10 

589.79 

436.52 

153.42 

174.16 

48.51 

55.07 
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 t 

Degr

ees of 

freedom 

Significa

nce level 

Average 

difference 

Confidence level of 95% 

Lower Upper 

WOA 12.

156 

9 .000 589.74000 479.9889 699.4911 

NSGA

-II 

7.9

25 

9 .000 436.47000 311.8810 561.0590 

 

Hypothesis 5: There is a significant difference between Pareto solution indicators of whale algorithm and 

genetic algorithm. 

Table 19 depicts that there is a significant difference between averages of the two groups and the statistical 

value is beyond the confidence level. Therefore, H0 was rejected and H5 was accepted, which indicates a significant 

difference between Pareto solution indicators of whale algorithm and genetic algorithm for small size problems. 

 

 

Table 19- Result of testing the fifth hypothesis for small size problems 

Sample  Sample size Mean  Standard 

deviation 

Mean of error 

WOA 

NSGA-II 

10 

10 

339.1 

240.4 

138.9 

120.1 

43.9 

37.9 

 

 t 

Degr

ees of 

freedom 

Significa

nce level 

Average 

difference 

Confidence level of 95% 

Lower Upper 

WOA 7.7

20 

9 .000 339.05000 239.6944 438.4056 

NSGA-

II 

6.3

28 

9 .000 240.35000 154.4256 326.2744 

 

 

According to the results of Table 20, there is a significant difference between averages of the two groups and 

the statistical value is beyond the confidence level. Therefore, H0 was rejected and H5 was accepted, which indicates 

a significant difference between Pareto solution indicators of whale algorithm and genetic algorithm for medium 

and large size problems. 

Table 20- Result of testing the fifth hypothesis for medium and large size problems 

Sample  Sample size Mean  Standard 

deviation 

Mean of error 

WOA 

NSGA-II 

10 

10 

353 

219.4 

70.9 

54.5 

22.4 

17.2 

 

 t 

Degr

ees of 

freedom 

Significa

nce level 

Average 

difference 

Confidence level of 95% 

Lower Upper 
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WOA 15.

725 

9 .000 352.95000 302.1759 403.7241 

NSGA

-II 

12.

729 

9 .000 219.35000 180.3688 258.3312 

 

6. Conclusion and further recommendations 

In the present study, a problem was first selected as a case study, and the model was solved for the case study. 

Then, several random experimental problems with different sizes were designed and solved using whale 

optimization and NSGA-II algorithms. The case study included provinces of Tehran, Kashan, Qazvin, Khorasan, 

Tabriz, Semnan, and Azerbaijan. These provinces have centers for collecting EOL vehicles as well as potential 

locations for the establishment of dismantling and processing plants. In the present study, the criteria of "human 

health", "environmental quality" and "resource consumption" have been used to measure environmental effects. 

According to the opinion of experts, the initial weight of these criteria was considered 0.4, 0.4, and 0.2, respectively, 

for all facilities. Also, the stages of vehicle collecting, dismantling, processing, and transportation were analyzed to 

utilize from the LCA method. Measurement of environmental effects by the LCA method has been evaluated in the 

form of the second-order objective function of the mathematical model. Also, the hierarchical analysis method was 

used to determine the social effects, which estimate the level of these effects at the stages of vehicle collecting, 

dismantling, processing and transportation according to the criteria of "local development", "product risk", " worker 

damage " and "employment". In general, the results obtained from solving the model showed that: 

● According to AHP results, the normalized weight for the criteria of "local development", "employment", 

"worker damage" and "product risk" were calculated equal to 0.231, 0.487, 0.065 and 0.226, respectively. 

● According to the results of solving a case study problem, the value of the first objective function in the 

proposed algorithm is better than the same value in GAMZ Software. On the other hand, the value of the 

second objective function in GAMZ Software is better than its value in the proposed integrated algorithm. 

Also, the value of the third objective function is the same for both methods. According to the definition of 

NON-DOMINATED relations, the solutions obtained from the two methods are non-dominated to each 

other and it means that these solutions do not dominate over each other and are on the same level in terms 

of quality. 

● According to the results of GAMZ which can find possible solutions for the model, it can be said that the 

model is possible and valid. 

● Comprising the results of the GAMS Software and whale algorithm showed that the whale algorithm is 

valid for solving the understudy model and is convergent towards the optimal solution. 

● According to the results solving case study problem, the dismantling plant has been established in Tehran, 

Semnan, Khorasan, and Tabriz provinces. The processing plant has been also established in Kashan, 

Semnan, Khorasan, and Tabriz provinces. According to the diagram, there is a material flow between 

collection center of Tehran and dismantling plants of Tehran and Semnan, between collection centers of 

Khorasan and dismantling plants of Khorasan and Tehran, between collection center of Kashan and 

dismantling plants of Semnan and Tehran, between collection centers and dismantling plant of Tabriz and 

finally, between collection center of Azerbaijan and dismantling plant of Tabriz.  

● The results of solving sample problems in different groups showed that the whale algorithm has a higher 

ability to produce higher quality responses compared to the NSGA-II algorithm in all cases. The whale 

algorithm can generate solutions with higher dispersion compared to the NSGA-II algorithm. In other 

words, the whale algorithm has a greater ability to explore and extract possible space of solutions compared 

to the NSGA-II algorithm. As can be seen from the above Tables, the NSGA-II algorithm produces 

solutions with higher uniformity compared to the whale optimization algorithm. 

● According to the results of solving sample problems in different groups, the execution time of the whale 

algorithm for solving sample problems was higher compared to the NSGA-II algorithm. It can be said that 

the whale algorithm requires more execution time due to the improvement procedure based on the variable 

neighborhood search structure. 

● Investigating the process of solving time showed that the solving time of the algorithm is increasingly 

changed with an increase in the size of the problem and the solving time of problem with large size is 

significantly higher compared to the problems with small and medium sizes, which the matter indicates the 

difficulty of the problem. 
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The following recommendations can be provided for future studies: 

● Considering parameters in the probabilistic form. 

● Considering other purposes for the problem. 

● Utilizing from probabilistic and fuzzy parameters to express uncertainty. 

● Considering the inventory control considerations. 

● Considering the cost of shortages as lost orders. 

● Adding direct logistics to the understudy network. 

References   

[1]Amin, S. H., & Baki, F. (2017). A facility location model for global closed-loop supply chain network design. 

Applied Mathematical Modelling, 41, 316-330. 

[2] Banasik, A., Kanellopoulos, A., Claassen, G. D. H., Bloemhof-Ruwaard, J. M., & van der Vorst, J. G. (2017). 

Closing loops in agricultural supply chains using multi-objective optimization: A case study of an industrial 

mushroom supply chain. International Journal of Production Economics, 183, 409-420. 

[3] Behmanesh, E., & Pannek, J. (2016). Modeling and random path-based direct encoding for a closed loop supply 

chain model with flexible delivery paths. IFAC-PapersOnLine, 49(2), 78-83. 

[4] Bottani, E., & Casella, G. (2018). Minimization of the environmental emissions of closed-loop supply chains: 

A case study of returnable transport assets management. Sustainability, 10(2), 329. 

[5] Chen, J. M., & Chang, C. I. (2013). Dynamic pricing for new and remanufactured products in a closed-loop 

supply chain. International Journal of Production Economics, 146(1), 153-160. 

[6] Ene, S., & Öztürk, N. (2017). Grey modelling based forecasting system for return flow of end-of-life vehicles. 

Technological Forecasting and Social Change, 115, 155-166. 

[7] Fallah, H., Eskandari, H., & Pishvaee, M. S. (2015). Competitive closed-loop supply chain network design under 

uncertainty. Journal of Manufacturing Systems, 37, 649-661. 

[8] Huang, Y. (2018). A closed-loop supply chain with trade-in strategy under retail competition. Mathematical 

Problems in Engineering, 2018. 

[9] Jiménez, M., Arenas, M., Bilbao, A., & Rodrı, M. V. (2007). Linear programming with fuzzy parameters: an 

interactive method resolution. European journal of operational research, 177(3), 1599-1609. 

[10] Kaya, O., & Urek, B. (2016). A mixed integer nonlinear programming model and heuristic solutions for 

location, inventory and pricing decisions in a closed loop supply chain. Computers & Operations Research, 65, 

93-103. 

[11] Kong, H. N. (2015). A green mixed integer linear programming model for optimization of byproduct gases in 

iron and steel industry. Journal of Iron and Steel Research, International, 22(8), 681-685. 

[12] Kuşakcı, A. O., Ayvaz, B., Cin, E., & Aydın, N. (2019). Optimization of reverse logistics network of End of 

Life Vehicles under fuzzy supply: A case study for Istanbul Metropolitan Area. Journal of cleaner production, 

215, 1036-1051. 

[13] Lin, Y., Jia, H., Yang, Y., Tian, G., Tao, F., & Ling, L. (2018). An improved artificial bee colony for facility 

location allocation problem of end-of-life vehicles recovery network. Journal of Cleaner Production, 205, 134-

144. 

[14] Ruimin, M. A., Lifei, Y. A. O., Maozhu, J. I. N., Peiyu, R. E. N., & Zhihan, L. V. (2016). Robust environmental 

closed-loop supply chain design under uncertainty. Chaos, Solitons & Fractals, 89, 195-202. 

[15] Talaei, M., Moghaddam, B. F., Pishvaee, M. S., Bozorgi-Amiri, A., & Gholamnejad, S. (2016). A robust fuzzy 

optimization model for carbon-efficient closed-loop supply chain network design problem: a numerical 

illustration in electronics industry. Journal of Cleaner Production, 113, 662-673. 

[16] Vahdani, B., & Sharifi, M. (2013). An inexact-fuzzy-stochastic optimization model for a closed loop supply 

chain network design problem. 

[17] Vahdani, B. (2015). An optimization model for multi-objective closed-loop supply chain network under 

uncertainty: a hybrid fuzzy-stochastic programming method. Iranian Journal of Fuzzy Systems, 12(4), 33-57. 

[18] Xiao, Z., Sun, J., Shu, W., & Wang, T. (2019). Location-allocation problem of reverse logistics for end-of-life 

vehicles based on the measurement of carbon emissions. Computers & Industrial Engineering, 127, 169-181. 

[19] Zohal, M., & Soleimani, H. (2016). Developing an ant colony approach for green closed-loop supply chain 

network design: a case study in gold industry. Journal of Cleaner Production, 133, 314-337. 

[20] Zhou, X.; Xu, Z.; Chai, J.; Yao, L.; Wang, S.; Lev, B. Efficiency evaluation for banking systems under 

uncertainty: A multi-period three-stage DEA model. Omega, Volume 85, June 2019, Pages 68-82. 


