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Abstract: An application of auto-detecting Diabetic Retinopathy (DR) is indispensable to aid the ophthalmologists in 

diagnosing patients and also to help relevant organisations in accumulating and analysing data. This project presents DR 

Miner, an application that can extract data from fundus images, identify the symptoms of DR in retina images by using data 

science approaches, and collect the ophthalmologist’s review to improve the detection model in the future. To form the DR 

data set with binary classes, Auto Colour Correlogram (ACC) was utilised to extract the features from DR images. Over-

sampling was then conducted to balance the class distribution in the data set. To reduce the variance of the single learning 

algorithms, we evaluated various bagging approaches. Theresults showed that the bagging approaches gave better results than 

the single learning algorithms in general. Out of all bagging approaches we evaluated, bagged k-nearest neighbours gave the 

best result. The sensitivity achieved was 85.1%, which met the requirement set by the UK National Institute for Clinical 

Excellence. 
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1. Introduction 

 

The eyes are the visual system of the human being. It is a sensitive, complex, and also the weakest part of the 

human body. Therefore, extreme care is needed for the eyes. Diabetic Retinopathy (DR) is a diabetes hurdle that 

brings inconvenience to the eyes. It is a metabolic disease caused by the high level of blood sugar, which leads to 

eye damage over time (Who.Int, 2019). DR will occur in anyone with Diabetic Mellitus (DM), either type 1 or 

type 2 diabetes (Harnett et al., 2017). 

 

DR is a global common cause of blindness among adults (Cheung et al., 2010). DR has impacted worldwide 

significantly as the number of people suffered from DR will grow to 191.0 million by the year 2030 (Zheng et 

al., 2012).  

 

Also, by the year 2030, the World Health Organisation estimates that about 2.48 million Malaysians would 

suffer from DM (MoH, 2017). The Ministry of Health Malaysia finds that within 20 years of DM diagnosis, 

nearly two-third of Malaysians with DM are diagnosed with some degrees of DR. DR is the most common cause 

of visual loss in Malaysia, ranked second after cataract. Patients are asymptomatic in the early stage of DR.  

 

In 2010, the Malaysian Government spent about RM 2.4 billion on healthcare related to diabetic diseases, 

including DR. The spending would expect to be more than RM 3 billion by the year 2020. DM costs 16% of the 

Malaysian healthcare budget. Such spending makes the country the top 10 in the world in the percentage of the 

healthcare budget spent on DM (Zhang et al., 2010). 

 

The impact of DR on a country’s economy is significant. Unfortunately, there is no way to cure DR. 

However, via various laser treatments, preventing vision loss before the deterioration of a patient’s retina is 

possible (Moutray et al., 2016). However, the standard argon laser treatment remains vital for treating DR. 

 

Even though DR can be detected through eye tests, however, the process is manual and laborious in many 

countries, including Malaysia (Hussein et al., 2016; Hussain et al., 2017;Zaki et al., 2016). Therefore, it is a good 

alternative to use automated systems to detect DR. Automating DR detection leads to not only to a more efficient 

and cost-effective assessment but also to provide a second opinion for the ophthalmologists. 

 

Therefore,weaimed to develop an application named DR Miner to auto-detecting DR using data science 

approaches in this study, and also to collect reviews of ophthalmologists for building better detection models in 

the future. We will provide a review of this study in the Literature Review Section, followed by a 
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methodological approach on how to develop the application in the Methodology Section. The results of utilising 

various data science approaches shall be discussed in the Results and Discussion Section, and this study shall be 

concluded in the Conclusion Section. 

 

2. Literature Review 

 

2.1 The Problem of Clinical Information in Malaysia 

  

The majority of clinics in Malaysia still rely partially on manual documentation, including the tracing of 

investigational results (Hussein et al., 2016). Further, it is not easy to study and compare the efficiency of various 

clinical information systems in the country. The National Diabetes Registry (NDR) of the Ministry of Health 

Malaysia helps to gather medical data and perform data analyses, but it is very dependent on human to input 

information. Therefore, the NDR needs laborious and tedious updating to reflect the actual burden and 

performance of a clinic accurately. 

  

An automated DR detecting system, as proposed in this study, can help to accumulate useful DR data. 

Subsequently, the collected can help to enable automatic DR detection using data science approaches. 

 

2.2 The Problem of Decision Support in Malaysia 

 

Screening of DR is necessary to identify the group of patients at risk of visual loss. However, there is a 

general lack of doctors and specialists in Malaysia to run practical training consistently and this leads to 

inadequate decision support in DR screening (Hussein et al., 2016). Even though the decision support is possibly 

available, the quick replacement rate of medical personnel inevitably causes unpredictability and instability to 

the standardisation of diabetes care. 

 

DR Miner proposed in this study helps in automating decision making to overcome the shortage of 

workforce. 

 

2.3 Reducing DR Grading Costs 

 

Countries, i.e., Scotland and England, have their established DR detection procedure. Generally, the 

procedure involves three graders before sending a patient to consult an ophthalmologist.  According to the study 

by Fleming et al. (2008), using automated grading systems can save almost 50% of the costs in grading DR. The 

research by Tufail et al. (2017) also showed that the automated DR grading systems achieve good specificity and 

they are cost-effective alternatives to manual grading. Further, the systems also gain acceptable sensitivity for 

referable retinopathy against the graders. 

 

In this study, we also aimed at developing DR Miner to help to reduce the DR grading costs. 

 

2.4 Detecting DR using Data Science Approaches 

 

 Due to the technology innovation, screening of eye diseases, including DR, can be conducted automatically 

and safely to replace the manual screening (Fleming et al., 2011). Since the ’90s, researchers have attempted 

various approaches for detecting DR automatically, such as mathematical approaches, AI and machine learning. 

 

Early work of researchers used single classifiers. A study by Gardner et al. (1996) used a neural network with 

backpropagation in detecting DR. The authors used 32 normal and 147 diabetic images for training the neural 

network. In the study, the authors focused on recognition of diabetic features, i.e., exudates, haemorrhages and 

vessel from the fundus images. 

 

Sopharak et al. (2008) focused on the detection of DR exudate. However, the authors did a lot of pre-

processing before extracting values from the images such as converting the RGB space of the images to HIS, 

applying a median filter for noise reduction and enhancing the contrast of small regions using histogram 

equalisation. The detection of exudates was done using mathematical morphology on the fundus images of non-

dilated pupils. The method used by the authors was able to reduce the ophthalmologists’ workload by detecting 

the symptoms of DR. 
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Figure 1.Ensemble classification utilising classifiers that are built based on the bootstrap training data. 

 

To improve the performance of detecting DR, researchers started to consider ensemble classifiers. Ensemble 

classifiers are a combination of more than one single classifier for accurate classification (Fernández et al., 

2018). Using Ensemble classifiers, the classifiers involved are the alternative forms of the same classifier. These 

base classifiers will classify the same new data sample, and their decisions will be combined or aggregated to 

produce a final decision. One popular example of Ensemble classifiers is Bagging.  

 

Bagging, or Bootstrap Aggregating, was introduced by Breiman (1996) to reduce variance and to give good 

stability in classification. The Ensemble method trains classifiers of the same type using new training data that 

are created using random sampling with replacement from the original training data, as shown in Figure 1. The 

classifiers are arranged in parallel, and their decisions are aggregated using voting to produce a final decision. 

 

An example of work that used Ensemble classifiers to detect DR was the work by Somasundaram and Alli 

(2017). In their work, the features such as blood vessels, neural tissue, optic disc size, etc. were extracted from 

fundus images using t-distributed Stochastic Neighbour Embedding. Then, Bagging was used to detect DR. 

Bagging gave better results as compared with single classifiers. 

 

Antal and Hajdu (2014) used a few image processing methods to obtain image-level, anatomical components 

and lesion-specific features. Multiple classifiers were used in the research. Multiple classifiers are different from 

Ensemble classifiers as multiple classifiers combine or aggregate different type of classifiers instead of the same 

type (Fernández et al., 2018). The research involved alternating decision tree, k-nearest neighbours, AdaBoost, 

Multilayer Perceptron, Naïve Bayes, Random Forest, Support Vector Machine, and Pattern Classifier in 

overcoming the average detection rate of the early research work. 

 

   Recently, researchers also attempted deep learning for effective detection of DR. Deep learning build 

models with multiple layers of networks to learn complex concepts of data (LeCun et al., 2015; Hussain et al., 

2016; Goodfellow et al., 2016). UzZaman et al. (2016) used a deep learning method called convolutional neural 

network with forward propagation, alias CNN to detect multiple severity stages of DR. However, training an 

effective deep learning model requires a large amount of image data. The authors used 35,126 images to train the 

model. For evaluation, 53,576 images had been used. 

 

In this study, we used ensemble classifiers for detecting DR as the reviewed work shows that ensemble 

classifiers are stable and able to reduce variance well as compared with single classifiers. 

 

3. Methodology 

 

As shown in Figure 2, the DR data set was prepared using the Messidor database that facilitates the DR 

research using computers (Decencière et al., 2014).  A hundred of high-quality fundus images provided by a 

hospital in France was downloaded from the database for data set preparation. The images were then converted 

to JPEG format. 
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Figure 2.The methodological approach for DR detection. 

 

In this study, a Content-based Image Retrieval (CBIR) technique was used to extract features from the fundus 

images in JPEG format. CBIR retrieves images that are relevant from databases using pictorial content such as 

colour, shape, texture, etc. (Chaum et al., 2008). The extracted features from the images are then used for 

storage, search, and retrieval of images. The analyses of images encompass feature description models, 

perceptual organisation and spatial relationships for extracting useful information. 

 

The effective and inexpensive CBIR technique used in this study is Auto Colour Correlogram (ACC) (Huang 

et al., 1997; Huang et al., 1999). The image feature that the technique extract is called colour correlogram; it 

expresses the spatial correlation of colour pairs corresponding to their distance changes in images. ACC captures 

spatial correlations between similar colours only. Further, small distances are used because, in an image, global 

correlations are less significant than local correlations. The size of the features is small and therefore, easy to be 

computed. ACC is robust against large appearance changes as well as shape changes caused by shifting viewing 

positions. All these characteristics make ACC a better alternative to the traditional colour histogram approach. 

 

The data set was ready after the ACC stage. However, its class distribution was slightly unbalanced, as shown 

in Table 1. To enable the learning algorithms to learn DR easily, we grouped all three DR grades into one class 

called class 1. We then over-sampled the class 0 (normal) 100% using SMOTE (Chawla et al., 2002) so that its 

size is about equal to class 1 (with DR). With SMOTE, synthetic data were created based on the nearest 

neighbours of the data points in the data set. We then built detection models using the single learning algorithms 

and bagging approaches on the data set. The results shall be explained in the next section. 

 

Table 1.The Class Distribution of the Data Set 

Class (DR Grades) Class Distribution (%) 

0 33 

1 13 

2 11 

3 43 

Total 100 

 

An application called DR Miner was then developed for both ophthalmologists and data scientists. The 

application is as illustrated in Figure 3 (a) and (b). Using (a), the ophthalmologists uploads a fundus image in 

the application, and the detection model we embedded in the application will detect for possible DR. An 

uploaded fundus image can be enlarged by the ophthalmologists for detailed examination, i.e.,images of 

patients with mild DR. Apart from accepting the detection outputsfrom the application, the ophthalmologists 

can also be the active learners – thehuman annotators to label fundus images. Remarks can also be given to 

indicate the seriousness of DR by stating grades. The more inputs given by the ophthalmologists, the more 

accurate the detection model. Using (b), data scientists can view the existing image data set, including those 

appended by the ophthalmologists during active learning. Various data science approaches can be applied 

using this interface, including building models using the single learning algorithms or bagging approaches 

evaluated in this study. 

Messidor 

Database 

Fundus Images 

convert to JPEG 

Auto Colour 

Correlogram 

DR Detection 
Over-sampling Data Set 
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(a) 

 
(b) 

Figure 3.DR Miner contains the graphic user interface for both (a) ophthalmologists, and (b) data scientists. 

 

4. Results and Discussion 

 

Table 2.The Results of Utilising Various Learning Algorithms and Bagging Approaches. Each of the Bolded 

Numbers is the Best Result of the Evaluation Metrics Used in This Study. 

 Sensitivity Specificity Accuracy ROC 

Single Learning Algorithms 

C4.5(c=0.1, m=6) 83.6% 80.3% 82.0% 80.4% 

NB 77.6% 59.1% 68.4% 69.3% 

BN 82.1% 77.3% 79.7% 90.1% 

KNN (k=3, L1) 80.6% 89.4% 85.0% 86.4% 

Bagging 

Random Forrest 74.6% 81.8% 78.2% 89.7% 

Bagged LibSVM (cost=1, 

gamma=0.001) 

70.1% 83.3% 76.7% 82.4% 

Bagged C4.5 (c=0.1, m=3) 85.1% 81.8% 83.5% 88.0% 

Bagged KNN (k=3, L1) 85.1% 89.4% 87.2% 91.3% 

* c and m are parameters for C4.5 representing confidence factor and number of samples per leaf 

* k is the number of the nearest neighbours, and L1 is the Manhattan distance used in KNN. 

 

We had evaluated several single learning algorithms and bagging approaches, as shown in Table 2.  The 

parameters of the algorithms were fine-tuned to give optimal performance in DR detection. The results showed 

that the single learning algorithms gave only average results. On the contrary, the bagging approaches gave 

relatively better results than the single learning algorithms.The top performer is the bagged K-Nearest 

Neighbours (bagged KNN), and it gave the best results in these four evaluation metrics, namely, sensitivity, 

specificity, accuracy and the Receiver Operating Characteristic (ROC). Thus, bagged KNN shall be the primary 

bagging approach used by DR Miner for detecting DR. The UK National Institute for Clinical Excellence 
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(NICE) recommends at least 80% of sensitivityof DR screening modalities.Such requirement is also stated by 

“Clinical Practice Guidelines: Screening of Diabetic Retinopathy” released by the Ministry of Health Malaysia in 

the year 2011. The bagged KNN used in this study achieved a sensitivity of 85.1%. Other metrics used to 

measure the bagged KNN also showed satisfactory results, where 89.4%, 87.2%, and 91.3% were achieved for 

specificity, accuracy and ROC, respectively. 

 

5. Conclusion 

 

In this study, we aim to assist the ophthalmologists in diagnosing patients by building an application capable 

of auto detecting DR. The application also helps organisations, particularly clinics, in accumulating and 

analysing fundus photos of DR. This application can solve the problems of Malaysia as stated in the Literature 

Review Section. 

 

In searching for the best data mining approach for detecting the DR, we conducted the empirical study, as 

explained in the previous sections. In general, the single learning algorithms gave satisfactory results for 

detecting DR. To improve the detection results further, we used bagging approaches that can provide good 

stability and variances lower than the single learning algorithms. Out of all bagging approaches we evaluated, the 

bagged KNN gave the best results as compared with the other bagging approaches as well as the single learning 

algorithms. 

 

However, there are rooms for improvement. We are considering deep learning in our future work to elevate 

further the performance of the application to a higher state. The application will also be developed further to be 

capable of detecting different grades of DR. 
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