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Abstract: Age and gender classification has become applicable to an extending measure of applications, particularly resulting 
to the ascent of social platforms and social media. Regardless, execution of existing strategies on real-world images is still 
fundamentally missing, especially when considered the immense bounced in execution starting late reported for the related task 

of face acknowledgment. In this paper we exhibit that by learning representations through the use of significant Convolutiona l 
Neural Network (CNN) and Extreme Learning Machine (ELM). CNN is used to extract the features from the input images 
while ELM classifies the intermediate results. We experiment our architecture on the recent Adience benchmark for age and 
gender estimation and demonstrate it to radically outflank current state-of-the-art methods. Experimental results show that our 

architecture outperforms other studies by exhibiting significant performance improvement in terms of accuracy and efficiency.  

Keywords: Age Estimation, Gender Recognition, Convolutional Neural Network (CNN), Extreme Learning Machine (ELM) 

___________________________________________________________________________ 
 
1. Introduction  

Age and gender assume essential parts in social between activities. Dialects hold distinctive greetings and 
grammar rules for men or women, and frequently diverse vocabularies are utilized while tending to senior citizens 

compared to youngsters [1]. In spite of the essential parts these characteristics play in our everyday lives, the 

capacity to consequently assess them precisely and dependably from face image is still a long way from 

addressing the requirements of business applications [5]. This is especially puzzling while considering late claims 

to super-human capacities in the related errand of face recognition. (e.g. [48]). Past ways to deal with assessing or 

ordering these properties from face images have depended on contrasts in facial feature dimensions [29] or 

"customized" face descriptors (e.g., [10, 15, 32]). Most have utilized characterization plans composed especially 

for age or gender orientation estimation undertakings, including [4] and others. The past strategies were intended 

to handle the numerous difficulties of unconstrained imaging conditions [10]. In addition, the machine learning 

strategies utilized by these frameworks did not completely abuse the huge quantities of image cases and 

information accessible through the Internet keeping in mind the end goal to enhance characterization capacities.  

In this paper, the endeavor is to close the gap between automatic face recognition abilities and those of age and 

gender classification techniques. To this end, we take after the fruitful sample set around late face recognition 

frameworks: Face recognition systems portrayed in the most recent couple of years have demonstrated that 

gigantic advancement can be made by the utilization of profound convolutional neural networks (CNN) [31]. To 

the best of our knowledge, SVM, Naive Bayes [7], and Extreme Learning Machine (ELM) [8] are three important 

classification algorithms at present while ELM has been proved to be an efficient and fast classification algorithm 

because of its good generalization performance, fast training speed, and little human intervene [9]. When ELM is 

combined with CNN it gives a good performance [10]. We show comparative results, composed by considering 
the somewhat constrained accessibility of precise age and gender classification names in existing face information 

sets. The remainder of this paper is organized as follows. Section 2 reviews the related work. Section 3 discusses 

architecture of CNN–ELM model. The experiments and results are illustrated in Section 4 and 5. Finally, it is 

concluded in Section 6. 
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2. Related Work  

2.1. Age Classification 

The issue of consequently extricating age related traits from facial images has got expanding consideration as 

of late and numerous strategies have been put forth. A point by point overview of such strategies is found in [11] 

and, all the more as of late, in [21]. We take note of that regardless of our attention here on age group 

characterization as opposed to exact age estimation (i.e., age regression), the study incorporates strategies intended 

for either undertaking. Early techniques for age estimation depend on ascertaining proportions between various 

estimations of facial features [29]. When facial features (e.g. eyes, nose, mouth, jaw, and so forth.) are confined, 

their sizes and separations are measured, proportions between them are ascertained and utilized for arranging the 

face into various age classifications as indicated by hand-made principles [12]. All the more as of late, [41] 

utilizations a comparative way to deal with model age movement in subjects less than 18 years of age [22]. As 

those techniques require precise restriction of facial elements, testing issues are independent from anyone else, 

they are unacceptable for in-the-wild images which one might hope to discover on social platform. 

Figure.1 Faces from the Adience benchmark for age and gender classification [10] 

 

On a substitute calling are strategies that address the developing procedure as a subspace [16] or a complex 

[19]. An impediment of those systems is that they require information about the image to be close frontal and all 

that much balanced. These systems in like manner present test comes to fruition just on constrained data sets of 

close frontal images (e.g UIUC-IFP-Y [12, 19], FG-NET [30] and MORPH [43]). Again, accordingly, such 

strategies are ill-suited for unconstrained images. Not exactly the same as those depicted above are methods that 

usage adjacent components for identifying with face images. In [55] Gaussian Mixture Models (GMM) [13] were 

used to the scattering of facial patches. In [54] GMM were used again to speak to the scattering of close-by facial 

estimations, however effective descriptors were used as opposed to pixel patches. Finally, instead of GMM, 

Hidden-Markov-Model, super-vectors [40] was used as a piece of [56] face patch transports. 

A different option for the neighbourhood image force patches are vigorous image descriptors: Gabor image 

descriptors [32] were utilized as a part of [15] alongside a Fuzzy-LDA classifier which considers a face images 

as fitting in with more than one age class. In [20] a blend of Biologically-Inspired Features (BIF) [44] and 

different complex learning techniques were utilized for age estimation. Gabor [32] and nearby twofold examples 

(LBP) [1] components were utilized as a part of [7] alongside a various levelled age classifier made out of 

Support Vector Machines (SVM) [9] to order the info image to an age-class took after by a bolster vector relapse 

[52] to appraise an exact age. At last, [4] proposed enhanced forms of important part investigation [3] and locally 

safeguarding projections [36]. Those techniques are utilized for separation learning and dimensionality 

diminishment, separately, with Active Appearance Models [8] as an image highlight. These techniques have 

demonstrated successful on little and/or obliged benchmarks for age estimation [26]. As far as anyone is 

concerned, the best performing techniques were shown on the Group Photos benchmark [14]. In [10] best in class 

execution on this benchmark was exhibited by utilizing LBP descriptor varieties [53] and a dropout-SVM 

classifier. We demonstrate our proposed technique to beat the outcomes they give an account of all more difficult 

Adience benchmark Fig. 1, intended for the same errand. 
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2.2. Gender Classification 

A point by point study of gender classification arrangement techniques can be found in [34] and all the 

more as of late in [42]. Here we rapidly review significant strategies. One of the early techniques for gender 

classification characterization [17] utilized a neural network system prepared on a little arrangement of close 

frontal face images. In [37] the consolidated 3D structure of the head (acquired utilizing a laser scanner) and 

image intensities were utilized for grouping gender classification [45]. SVM classifiers were utilized by [35], 

connected specifically to image intensities. Instead of utilizing SVM [2], utilized AdaBoost for the same reason, 

here once more, connected to image intensities. At long last, perspective invariant age and gender classification 

characterization was presented by [49]. All the more as of late, [51] utilized the Weber’s Local composition 

Descriptor [6] for gender classification acknowledgment, exhibiting close immaculate execution on the FERET 

benchmark [39]. In [38], power, shape and surface elements were utilized with shared data, again getting close 

immaculate results on the FERET benchmark. 

A large portion of the strategies talked about the above utilized FERET benchmark [39] both to build up 

the proposed frameworks and to assess exhibitions. FERET images were taken under profoundly controlled 

condition and are along these lines considerably less difficult than in-the-wild face images. In addition, the 

outcomes got on this benchmark propose that it is soaked and not trying for present day strategies. It arrives fore 

hard to appraise the genuine relative advantage of these methods. As an outcome, [46] probed the prominent 

Labelled Faces in the Wild (LFW) [25] benchmark, basically utilized for face acknowledgment. Their technique is 

a blend of LBP components with an AdaBoost classifier. Likewise with age estimation, here as well, we 

concentrate on the Adience set which contains images more difficult than those gave by LFW, reporting execution 

utilizing a heartier framework, intended to better adventure data from monstrous illustration preparing sets. 

2.3. Convolutional Neural Networks 

One of the primary utilizations of convolutional neural networks (CNN) is maybe the LeNet-5 system 

depicted by [31] for optical character acknowledgment. Contrasted with current profound CNN, their system was 

generally humble because of the restricted computational assets of the time and the algorithmic difficulties of 

preparing greater systems. In spite of the fact that much potential laid in more profound CNN designs (systems 

with more neuron layers), just as of late have they got to be predominant, after the emotional increment in both the 
computational force, the measure of preparing information promptly accessible on the Internet, and the 

improvement of more viable techniques for preparing such complex models. One later and remarkable case is the 

utilization of profound CNN for image classification based on the testing Image net benchmark [28]. Profound 

CNN have moreover been effectively connected to applications including human posture estimation [50], face 

parsing [33], facial key point identification [47], discourse acknowledgment [18] and activity characterization 

[27]. 

2.4. Extreme Learning Machine Model  

ELM was first proposed by Huang et al. [58, 60, 61] which was used for the single-hidden-layer feed forward 

neural networks (SLFNs). The input weights and hidden layer biases are randomly assigned at first, and then the 

training datasets to determine the output weights that are combined. The basic structure of ELM is shown in 

Figure 2. 

Figure.2. The Structure of ELM 

 

ELM is not only widely used to process binary classification [62–65], but also used for multi-classification due 

to its good properties. As CNNs show excellent performance on extracting feature from the input images, which 

can reflect the important character attributes of the input images. Therefore, we can integrate the advantages of 

CNNs and ELM based on the analysis above, which means CNNs extract features from the input images while 

ELM classify the input feature vectors. 
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3. Methodology 

Fig. 3 shows the architecture of our CNN–ELM. It can be seen from the figure that our network includes two 

stages, feature extraction and classification. The stage of feature extraction contains the convolutional layer, 

contrast normalization layer, and max pooling layer. The first convolutional layer consists of 96 filters, and the 

size of its feature map is 56 ×56 while its kernel size is 7 and the stride of the sliding window is 4. A single 

convolution layer is implemented after the two stages, and a full connection layer converts the feature maps into 

1-D vectors which is beneficial to the classification. Finally, the ELM structure is combined with the designed 

CNN model, and this architecture is used to classify the age and gender tasks. 

Figure.3. The architecture of Age and Gender detection using CNN+ELM Model  

 

 

3.1. Convolutional Layer 

In the convolutional layer, convolutions are performed between the previous layer and a series of filters, extract 

features from the input feature maps [66, 67]. After that, the outputs of the convolutions will add an additive bias 

and an element-wise non- linear activation function is applied on the front results. ReLU function is used as the 

nonlinear function in the experiment.   

In general, 
mn

ij denotes the value of an unit at position (m, n) in the jth feature map in the ith layer and it can 

be expressed as Eq. (1) : 
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Where 
ijb represents the bias of this feature map while δ indexes over the set of the feature maps in the (i −1)th 

layer which are connected to this convolutional layer. 
pq

ijw  denotes the value at the position (p,q) of the kernel 

which is connected to the kth feature map and the height and width of the filter kernel are Pi and Qi. 

 

3.2. Contrast Normalization Layer 

The goal of the local contrast normalization layer is not only to enhance the local competitions between one 

neuron and its neighbours, but also to force features of different feature maps in the same spatial location to be 

computed [67]. In order to achieve the target, two normalization operations, i.e., subtractive and divisive, are 

performed. 

 

3.3. Max Pooling Layer 

The purpose of pooling strategy is to transform the joint feature representation into a novel, more useful one 

which keeps crucial information while discards irrelevant details. Each feature map in the sub sampling layer is 

getting by max pooling operations which are carried out on the corresponding feature map in convolutional layers 

[62]. Eq. (2) is the value of a unit at position (m,n) in the jth feature map in the ith layer or sub sampling layer after 

max pooling operation: 
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The max pooling operation generates position invariance over larger local regions and down samples the input 

feature maps. In this time, the numbers of feature maps in the sub sampling layer are 96 while the size of the filter 

is 3 and the stride of the sliding window is 2. The aim of max pooling action is to detect the maximum response of 

the generated feature maps while reduces the resolution of the feature map. Moreover, the pooling operation also 

offers built-in invariance to small shifts and distortions. 

 

3.4. ELM Classification Layer 

After the convolution and sub sampling operations, ELM is used to classify the 1-D vectors which are 

converted from feature maps. The ELM updates the output weights while input weights and hidden-layer biases 

are randomly set, thus we will randomly generate the input parameters and calculate the output weights during the 

training stage [63]. The whole process without iteration operation improves the neural network generalization 

ability. Fig. 3 shows the output (containing 2048 ×1 dimensionality) of full-connection layer is the input of ELM 

while the numbers of hidden nodes are variables. The connection between ELM and convolutional network is a 

critical process and we can see from Fig. 3 that our input of ELM is the output of the full connection layer whose 

preceding layer is a convolutional layer. Forward-propagation and back-propagation operations are the principal 

parts in the architecture. 

 

3.5. Process of our CNN–ELM 

The steps are summarized as follows:  

Step 1: Tune the parameters of CNN during the training stage when the connection between convolutional layers 
and output labels is full connection layers.  

Step 2: Compute the hidden layer weights and cache the intermediate β matrices, meanwhile verify the accuracy of 

fine- tuned network.  

Step 3: Stop the training process and calculate the average of β.  

Step 4: Classify the unknown dataset using the architecture. 

In order to fine tune the network, the structure is trained for more than 10K iterations. This process is performed to 

tune the parameters of CNN and makes it own the ability of extracting discriminative features.  

3.6. Training Stage using Hybrid Structure  

The training stage not only tunes the parameters of convolutional layer, but also achieves the corresponding 

hidden layer weights of ELM. The feed-forward process of the architecture is as same as a plain CNN for every 

1000 iterations, ELM layers, instead of full connection layers, will be invoked and corresponding hidden layer 

weights are calculated [66]. At the same time, intermediate results β matrices are stored in the memory for final 
average results. When ELM classifier works and the whole iterations continue, the system will adopt stochastic- 

tic gradient descent to tune the relevant parameters of the entire convolutional networks. During process of back 

propagation, the operations between convolutional layer and sub sampling layer or sub sampling layer and 

convolutional layer are as same as a single convolution neural network. After that, the local gradient is computed 

in the full connection layer. Compared with a plain CNN, the proposed architecture transforms the feature maps 

into 1-D vectors in the process of forward propagation, so it is just needed to transform the local gradient in the 

input layer of ELM to convolutional layer. 

3.7. Classification Process 

The structure is fine tuned and its accuracy meeting is verified. We classify the unknown subjects into 

different age or gender categories. The information is extracted from input dataset to hidden layers, and then 

classified as corresponding output.  

The steps are as follows:  

Step 1: Extract the features with convolutional layers from the un- known subjects.  

Step 2: Classify the features using our fine-tuning structure. 

We have found that little misalignments in the Adience images, brought on by the numerous difficulties of 

these images (impediments, movement obscure, and so forth.) can noticeably affect the nature of our outcomes. 

This second, over-testing strategy is intended to adjust for these misalignments, bypassing the requirement for 
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enhancing arrangement quality, yet rather specifically bolstering the system with different interpreted adaptations 

of the same face. 

4. Experiment 

The Adience benchmark: the precision of our CNN plan utilizing the as of late discharged Adience benchmark 

[10], intended for age and gender classification. The Adience image set comprises of images consequently 

transferred to Flickr from PDA gadgets. Since these images were transferred without former manual sifting, as is 

ordinarily the case on media site pages (e.g., images from the LFW gathering [25]) or social network sites (the 

Group Image set [14]), the conditions in these images are exceedingly unconstrained, reflecting a significant 

number of this present difficulties of confronts showing up in networking images. Adience images along these 

lines catch compelling varieties in head posture, lightning conditions quality, and more, which mean that the 

photos are taken without careful preparation or posing. 

The whole Adience image set gathering incorporates around 26K images of 2,284 subjects. Table 1 records the 

breakdown of the accumulation into the distinctive age classifications. Testing for both age and gender is 

performed utilizing a standard five-fold, subject-selective cross-approval convention, characterized in [10]. We 

utilize the in-plane adjusted adaptation of the countenances, initially utilized as a part of [10]. These images are 

utilized as opposed to more up to date arrangement procedures so as to highlight the execution pick up ascribed to 

the system design, as opposed to better pre-processing. The test time with same system design and utilized for all 

test folds of the benchmark and indeed, for both gender and age estimation assignments. This is performed with a 

specific end goal to guarantee the legitimacy of our outcomes crosswise over folds, additionally to show the 

sweeping statement of the system plan proposed here; the same engineering performs well crosswise over various, 

related issues. We contrast beforehand reported results with the outcomes processed by our system. Our outcomes 

incorporate two techniques for testing: center crop and over-sampling. 

Table.1.  The Adience Faces Benchmark 

Gender 

/Years  

0-2  4-6  8-13  15-20  25-32  38-43  48-53  60-  Total  

Male  745  928  934  734  2308  1294  392  442  8192  

Female  682  1234  1360  919  2589  1056  433  427  9411  

Both  1427  2162  2294  1653  4897  2350  825  869  19587  

 

5. Results 

Table 2 shows our outcomes for gender and age classification separately and Fig. 8 shows the graphical 

representation of the accuracy. Table 3 further gives a confusion matrix to our multi-class age grouping results. 

For age arrangement, we measure and look at both the exactness when the calculation gives the precise age-bunch 

order and when the algorithm is off by one nearby age-bunch (i.e., the subject fits in with the gathering instantly 

more seasoned or quickly more youthful than the anticipated gathering). This tails other people who have done as 

such before, and reflecting the instability natural to the errand – facial components frequently change next to no 

between most seasoned countenances in one age class and the most youthful appearances of the consequent class.  

Both tables contrast execution and the strategies depicted in [10]. Table 2 additionally gives a correlation [23] 

which utilized the same gender classification pipeline of [10] connected to more compelling arrangement of the 

countenances; faces in their tests were artificially adjusted to show up confronting forward. Clearly, the proposed 

strategy beats the reported cutting edge on both assignments with impressive considerable gaps. Likewise, obvious 

is the commitment of the over-examining approach, which gives an extra execution support over the first system. 
This suggests better arrangement (e.g., frontalization [22, 23]) might give an extra support in execution. 

The result of the age and gender estimated using the Conventional Neural Network (CNN) and ELM is shown 

in Fig. 4 and Fig. 5 respectively. We give a couple of samples of both gender and age misclassifications in Fig. 6 

and Fig. 7, separately. These demonstrate that a large number of the errors made by our framework are because of 

a great degree testing seeing states of a percentage of the Adience benchmark images. Most outstanding are mix-

ups brought on by obscure or low determination and impediments (especially from substantial cosmetics). Gender 

estimation confuses likewise habitually happen for images of infants or exceptionally youthful kids where evident 

gender traits are not yet noticeable. 
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Table.2. Gender Estimation Results on the Adience Benchmark 

Method Accuracy 

Support Vector Machine [10] 77.8±1.3 

3D face shape estimation [23] 79.3±0.0 

CNN using single crop 85.9±1.4 

CNN using over-fitting 86.8±1.4 

Proposed CNN-ELM 90.2±1.2 

  

Figure.4. The results of Automatic gender recognition using the proposed approach 

 

Figure.5. The results of Automatic age estimation using the proposed approach 

 

Figure.6. Gender misclassifications. Top row: Female subjects mistakenly classified as males. Bottom row: 

Male subjects mistakenly classified as females 
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Figure.7. Age misclassifications. Top row: Older subjects mistakenly classified as younger. Bottom row: 

Younger subjects mistakenly classified as older 

 

Figure.8. Accuracy comparison for Gender Estimation Methods 

 

Table.3. Age Estimation Confusion Matrix on the Adience Benchmark 

Age Range 

in Years  

0-2  4-6  8-13  15-20  25-32  38-43  48-53  60-  

0-2  0.753  0.147  0.028  0.006  0.005  0.008  0.007  0.009  

4-6  0.256  0.652  0.166  0.023  0.010  0.011  0.010  0.005  

8-13  0.027  0.223  0.478  0.150  0.091  0.068  0.055  0.061  

15-20  0.003  0.019  0.081  0.251  0.106  0.055  0.049  0.028  

25-32  0.006  0.029  0.138  0.510  0.524  0.461  0.260  0.108  

38-43  0.004  0.007  0.023  0.058  0.149  0.293  0.339  0.268  

48-53  0.002  0.001  0.004  0.007  0.017  0.055  0.253  0.165  

60-  0.001  0.001  0.008  0.007  0.009  0.050  0.134  0.456  
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6. Conclusion 

Automatically classifying the unconstrained age and gender tasks is a challenging research topic while few 

researchers have paid attention on this issue. In spite of the fact that numerous past techniques have tended to the 

issues of age and gender grouping, as of not long ago, quite a bit of this work has concentrated on obliged images 

taken in lab settings. Such settings don't sufficiently reflect appearance varieties normal to this present reality 

images in social networking sites and online archives. Web images, how-ever, are not just all the more difficult: 

they are likewise bounteous. The simple accessibility of tremendous image accumulations master videos 

advanced machine learning based frameworks with viably perpetual preparing information; however this 
information is not generally suitably named for directed learning. Taking illustration from the related issue of 

face acknowledgment, experimentation is how well profound CNN+ELM perform on these assignments utilizing 

Internet information. The results incline with a profound learning architecture designed to keep away from over 

fitting because of the impediment of constrained marked information. The system is "shallow" contrasted with a 

portion of the late system designs, along these lines diminishing the quantity of its parameters and the chance for 

over fitting. The advance swells the extent of the preparation information by falsely including trimmed variants 

of the images in our preparation set. The subsequent framework was tried on the Adience benchmark of 

unfiltered images and appeared to fundamentally beat late cutting edge. Two critical conclusions can be produced 

using the experimental outcomes. In the first place, CNN+ELM can be utilized to give enhanced age and gender 

arrangement results, not withstanding considering the much little size of contemporary unconstrained image sets 

named for age and gender classification. Second, the straight  forwardness of the model suggests that more 

involved frameworks utilizing all the more preparing information might well be able to do significantly 

enhancing results beyond the one reported here. 
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