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Abstract 

Facial expression is a structured communicative approach in building relationships and 

interacting with others. It can be easy to focus on sensitivity and emotional content of mental 

state, personality, behavioral and intention of persons.The human behavior model makes 

enlighten on automatic facial expression recognition system.In Human-Machine Interaction 

(HMI), recognition of facial expressions is automated and it is considered as important 

component of natural communication. The paper proposes Convolutional Neural 

Networks(CNN) based emotion classification cognitive model for facial expression.The model 

classifiespositive and negative images which significantly specify regions within an image and 

network performance is depend on different training options. A rectangular box is drawn around 

the facial image and output is formatted above the rectangular box. Kaggle facial expression 

FER-2013 Databasewith seven facial expression labels as happy, neutral, surprise, fear, anger, 

disgust, and sad is implemented. The evaluation of model shows that accuracy of lab condition 

testing data set is comparing with proposed model, the highest accuracy for happy emotion with 

99%, followed by surprise with 98%, neutral with 96% and least accuracy for fear emotion with 

45%. Live validity test is obtained with a webcam resolution of 320x240 and the network input 

layer is 224x224 with 50 cm distance is maintained between the webcam and face.  

Index Terms- Cognitive model, emotional intelligence,Haar classifier, Pooling 

 

1. Introduction 

Humans can exchange their emotions either through speech or body gestures.One of the 

important parts of communication where humans shows their emotions through facial 

expressions.Though nonverbal communication, emotions are expressed in terms of facial 

feelings. Facial expressions convey nonverbal cues and they play an important role in 

interpersonal relations. In Human-Machine Interaction (HMI), recognition of facial expressions 

is automated and it is considered as important component of natural communication. There are 

number of researches are carried out for humans recognize facial expressions recognition by 

machine is still challenge. The advancement in application area such as face detection, feature 

extraction mechanisms and methodology used for expression classification still under 

accomplish. 
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The key feature in human communication system is analyzed using facial expressions and body 

language. In 19th century, Charles Darwin published globally some facial expressions images. 

Later, it becomes valuable data set for facial expressions that play an important role in non-

verbal communication. In 1971, Ekman and Friesen declared that facial expressions are 

associated with particular emotions. Even animals also develop similar muscular movements 

(emotions) related to certain mental behavior state.  Hence, if properly modelling of this 

universality can be very major feature in HMI, well-trained system can understand emotions 

independent of category.It is understood that facial expressions are not necessarily directly link 

to emotions or vice versa. Facial expression is additional functioning of mental sequence of 

events while emotions are also expressed through body language and voice.  

 

Facial Emotion Recognition (FER) system making more attentions in the CNN based research 

area. Emotions are classified from facial expression images using filter banks and Deep CNN.It 

gives high recognition accuracy rate.FER can be also performed using image spectrograms with 

deep convolutional networks.The research proposed an approach based on Convolutional Neural 

Networks (CNN) for facial expression recognition. The input data is image and CNN are used to 

predict facial expression and label them whether facial expression is related to anger, happiness, 

fear, sadness, disgust and neutral. In neural networksConv-Nets is widely used as classifier in 

many real time applications such as images recognition, images classifications, Objects 

detections, face recognition etc. 

Generally deep learning CNN models are trained with pre-defined data set. Each input image 

will pass through series of convolution layers with filters (Kernals), Pooling, fully connected 

layers (FC).Apply Soft max function to classify an object with probabilistic values between 0 

and 1.When input images are large then pooling layers, technique is used to reduce number of 

parameters. Most of neural network prefers Spatial pooling technique. The technique which 

retains original information but reduces the dimensionality of each input map. It is also called 

subsampling or down sampling.  

 

Visual features of an image are examined and some of the classifier techniques are discussed 

which is helpful in further inspection methods of emotion recognition. The predictions of future 

reactions from images based on recognition of emotions using different classes of classifiers are 

gaining the much more attention. The advanced classification algorithms such as Random Forest, 

K-Nearest Neighbor are adopted to classify emotions based on facial expression. In neural 

network,Deep RNN like Bi-directional LSTM and LSTM are modeled and used for audio visual 

features which arises tremendous attempts to solve real time problems in data science also.  

 

2. Related Work 

The growth of available computational power on consumer computers in the beginning of 21th 

century gave boost to development of algorithms used for interpreting pictures. In the field of 

image classification, two approaches make attempt to improve feature extraction concept.The 
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pre-programmed feature extraction and self-learning neural network are object classification 

algorithm. Pre-programmed feature extractors are used to analytically break down several 

elements in picture and self-learning neural networks where system itself develops rules for 

object classification by training upon labeled sample data.  

At beginning of 21st century, Fasel and Luettin made an extensive research on analytical feature 

extractors and neural network approaches using facial expression recognition system. It is 

concluded that both said algorithm work approximately equally well. However, the performance 

of neural network-based models becomes significantly improved with availability of training 

data and computational power. Some recent achievements arelisted below.  

 

The automated image classifier for human visual cortex using Deep neural network methodology 

is explained clearly in publication [1]. CIFAR-10 dataset consists of self-developed labeled 

collection of 60000 images in 10 classes. The model is designed to classify objects from received 

images.The visual of proposed model segregating network filter is another important outcome of 

the research. 

Another research is proposed CIFAR-10 dataset where network is configured with 4 convolution 

layers with 300 maps each, 3 max pooling layers, and 3 fully connected output layers[2]. Deep 

network architecture is implemented with GPU support to decrease training time. Prior state-of-

art results improved significantly by using datasets such as MNIST handwritten digits, Chinese 

characters, and CIFAR-10 images.Human emotions performance is achievedextremely low error 

rates where GPU used training time for many days.  

 

 In 2010, another research proposed Image Net LSVRC-2010 data set. The network is configured 

with 5 convolution layer, 3 max pooling, and 3 fully connected layers is trained with 1.2 million 

high resolution images [3]. The introduction of yearly Imagenet challenge boosted research on 

image classification and data set of labeled data is used in public domain.This techniquesis 

reducedover fitting, low network size, minimum number of layers and better performance are 

promising when compared to previous works. 

 

Japanese Female Facial Expression (JAFFE) and Extended Cohn-Kanade (CK+) databases are 

used for facial expression recognition in [4].The algorithm is implemented using deep neural 

network.  The most notable feature of network is hierarchical face parsing concept whereinput 

image is passed through network many times.The system will detect face first then eyes, nose, 

mouth, and finally all emotion. Using other methods like Support Vector Machine (SVM) and 

Learning Vector Quantization (LVQ) the results are compared with accuracy obtained by other 

methods on same database. 

 

Gabor filtering for image processing and SVM for classification based on Cohn-Kanade database 

is explained in paper [5].The gabor filter is mainly suitable for pattern recognition in images and 

is claimed to mimic the function of human visual system. The emotion recognition accuracies are 
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for anger 88% andfor surprise 100%. But disadvantage of this approach where precise pre-

processing of data is required before feeding it into classifier.  

One of the most recent work proposed neural network based on Facial Expression Recognition 

Challenge (FERC-2013) data set. The deep network is implemented with 3 convolutional layers,  

3 max pooling layers and 1 fully connected layer [6]. The result of emotion classification shows 

average accuracy of 67%. It describes neural network able to recognize race, age, gender, and 

emotion from pictures of many faces.  By surveying with many literatures, the most promising 

concept for facial expression analysis is use of deep convolutional neural networks. Hence 

analysis is made based on previous state of art in adjusting the network size, pooling, and 

dropout.   

The organization of the paper is as follows. Section (3) explains the 7 emotion such as happy, 

neutral, surprise, sad, fear, anger and disgust classification based on facial expression are 

proposed.The architecture of emotion recognition Cognitive model which is used for statistical 

features and CNN features classification is depicted in section (4). Section (4.1) describes 

Haarcascade-basedface detection technique. The multi modularity of convolutional layers 

supporting for feature extraction is explained in section (4.2).The explanation in section (4.3) is 

about design constraints of pooling layer.Data flow analytical diagram for emotional 

classification methodology is describes in section (5). Experimentation and result analysis is 

depicts in section (6) and the subtitles section (6.1)explain design constraint of facial expression 

recognition-2013 database experiment and section (6.2) briefs about training constraint of neural 

network model. The real time validation test is explained in section (7).Finally, section (8) 

depicts concluding remarks. 

3. Wheel of Seven Emotion Recognition Model  

The seven-emotion such as happy, neutral, surprise, sad, fear, anger and disgust classification 

based on facial expression are proposed and is depicted in fig.3.1. The emotionsare classified 

based on feeling state withsequence of on-going events are simulated would trigger feelings 

which results in actions. People to people emotions are exchanged in day-to-day interactions. 

Emotions are reflected in many forms such as face, voice, hand and body gestures. The face 

expression is most basic form of non-verbal communication. Understanding emotions and 

knowing how to interact with people’s expressions greatly enriches the interaction. 

 
Fig.3.1Wheel of Seven Emotion Recognition Model 
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By knowing the user emotion, system can adapt to the user emotions. Sensing to user’s 
emotional culture will be perceived as more natural, persuasive, and trusting.  All impression 

of other people is highly dependent on their expression.Challenge is to classify an unknown 

expression into one of seven classified emotions. A base of affective computing is 

recognition of human expression.Goal is to introduce natural ways of communication in 

person-to-machine interaction.  

The facial expressions are culturally variable. The vision is first step in the image recognition 

process.Once input image is captured, next step is pre-processing to reduce noise and 

improves contrast.Features are extracted and areas of interest are detected. Finally, high-level 

processing used to capture motion of objects due to relative motion between object and 

observer.The model should identify face and successfully classifies seven emotions such as 

Neutral, Happy, Surprise, Sad, Angry, Disgust and Fear respectively. The trained CNN is 

verified by pooled region of concerned image of face. A rectangular box is drawn around the 

facial image and output is formatted above the rectangular box. By focusing on interested 

area on the face it will capture facial expressions as shown in fig.3.2. 

 

Fig. 3.2 Mapping Pattern of facial expression with neural network 

4. Proposed Emotional Intelligence Cognitive Model Trait Frame Work 

The frame work of emotion recognition cognitive model which is used for statistical features and 

CNN features is proposed in fig.4.1The proposed frame work uses camera to stream video and 

capture frames. It acquires a video stream from webcam with HD resolution (1920 × 1080, 25 

fps). From every frame, positive and negative images are detected and classified for further 

processing. It largely divided into Cascade classifier, Convolution layers, Max pooling layers, 

fully connected layers and softmax classifier. The proposed model consisting of 2*2 convolution 

layers, 2*2 pooling layers, 300 nodes fully connected layers and SoftMax regression layer. 
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Fig 4.1 Proposed Emotional Intelligence Trait Frame Work 

4.1 HaarCascade Based Face Detection Technique 

The machine learning based object detection algorithm is to identify objects location in video or 

image.From bundle of positive and negative images the cascade function is trained. The 

algorithm has defined with on-going four levels namely Haar Feature Selection (HFS), Creating 

Integral Images (CII), Ada Boost Training (ABT) and Cascading Classifiers(CC).To train the 

classifier initially algorithm required a greater number of faces with positive images and negative 

images without faces.Later extract interested features from it. Haar feature selects adjacent 

rectangular regions at interested location in detection window, add all pixel intensities in every 

region and calculates the difference between these sums. 

 
Fig.4.2  Cascade Classifier Labelling 

The cascade classifier consists of number of levels. Each stage is designed with weak learners 

are said to be decision stumps. All levels are trained using boosting technique. Generally, it 

provides the ability to highly accurate classifier training simply considering weighted average of 

each decisions made by weak learners. Each level of classifier tags the region targeted by current 

location of sliding window as either positive or negative images. Positive images show the 

existence of an object and negative images indicates no objects existence. If tag is negative 

classification of interested region is complete, and detector slides window to next location. If tag 
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is positive, classifier passes region to next stage. when final level classifies the interested area as 

positive by neglecting less area of interest in negative images. 

 

The levels are designed for less interest for negative images. The assumption is considered 

because most of current windows do not reflect the existence of object in input image. For 

verification of whether it is true/false positive or negative occurrence when positive or negative 

samples are correctly classified.Some of classification technique are summarized as   

• when positive sample is classified correctly true positiveoccurs. 

• when negative sample is classified positive by mistake false positiveoccurs. 

• when positive sample is classified negative by mistake false negativeoccurs. 

 

For good classification process each level should have low false negative rate and high false 

positive rate. If any level labels incorrectly an object as negative then classification process stops 

and cannot make mistake correctly.If classifier labels incorrectly non-object as positive, then 

correct the mistake in that level only. Adding more levels can reduces the overall false and true 

positive rate. Cascade classifier training requires full data set of positive and negative image 

samples.By providing set of positive images with regions of interest specified to be used as 

positive samples. With the help of Image Labeler, objects of interest with rectangle bounding 

boxes are identified. The Image Labeler outputs table to use for positive samples. By providing 

set of negative images from which function generates negative samples automatically. To 

achieve most acceptable design the parameter are to be modified for detector accuracy, data set 

number of stages, feature type, and other function parameters.  

 

4.2   Multi Modularity of Convolutional Layers Supporting for Feature Extraction 

Conv Nets is used for real-time classification and detection such as images recognition, images 

classifications, Objects detections, recognition faces etc. In neural network, image classification 

will find great process where processing input imageand classify it under certain categories.The 

input image consists of array of pixels and it depends on image resolution. Based on image 

resolution the mapping is done based on Height* Width*Dimension (h x w x d). Technically, 

deep learning CNN models to train and test, each input image will pass it through series of 

convolution layers with filters (Kernals), Pooling, fully connected layers (FC) and apply Soft-

max function to classify an object with probabilistic values between 0 and 1. The complete flow 

of CNN to process an input image and classifies objects based on values is depicted in Fig.4.3 
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Fig. 4.3Multi modularity of Convolution Neural Network Model 

To extract features from an given input image convolution is used.It preserves relationship 

between pixels by learning image features using small squares of input data. It is mathematical 

operation that takes two inputs such as image matrix and filter or kernel. 

 
Fig. 4.4 Matrix methodology for Convolution Neural Network 

Consider 5 x 5 image matrix whose image pixel values are (1 1 1 0 0), (0 1 1 1 0), (0 0 1 1 1),(0 

0 1 1 0), ( 0 1 1 0 0) and filter matrix 3 x 3 [1 0 1 ], [0 1 0 ], [1 0 1 ] as shown in fig. 4.4 

Convolution of an image with different filters can perform operations such as edge detection, 

blur and sharpen by applying filters.Stride is the number of pixels shifts over input matrix. When 

stride is 1 then move filters to 1 pixel at a time. When stride is 2 then move the filters to 2 pixels 

at a time and so on. Sometimes filter does not fit perfectly fit the input image. The correct 

solution is padding picture with zeros (zero-padding) so that it fits anddrop some part of image 

where filter did not fit. This is called valid padding which keeps only valid part of the image.  

4.3   Design Constraints of Pooling Layer  

When input images are large then pooling layers,technique is used to reduce number of 

parameters. Most of neural network prefers Spatial pooling technique. The technique which 

retains original information but reduces the dimensionality of each input map. It is also called 

subsampling or downsampling.Spatial pooling can be of different types such as Max Pooling, 
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Average Pooling and Sum Pooling. Max pooling takes the largest element from rectified feature 

map. Fig. 4.5 depicts the selection of pooling layers required for convolution neural network 

 

Fig4.5   Selection of Pooling Layers 

Taking the largest element could also take average pooling. Sum of all elements in the feature 

map called as sum pooling. The fully connected layer flattened designed matrix parameter into 

vector parameter. Let us consider fig 4.6 where matrix mapping is carried in connection with 

fully connected layer and maximum pooling layers respectively. 

 

 
Fig.4.6 Mapping Matrix for Maximum Pooling Layer 
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Here feature map matrix will be converted as vector (x1, x2, x3, …). With fully connected 
layers, combined these features together to create model. The purpose is to introduce non-

linearity in proposed Conv Net. Soft Max classifierRectified Linear Unit (ReLu) is non-linear 

operator. The output is ƒ(x) = max(0,x).Since, real world data would want Conv Net to learn 
would be non-negative linear values. There are other nonlinear functions such as tanh or sigmoid 

that can also be used instead of Re LU. Most of the data scientists use ReLU since performance 

wise ReLU is better than the other two.  

Logistic Regression (LR) is converted generalization of binary form Soft max classifier.The 

mapping function f in hinge loss or squared hinge loss is defined.The dot product of input data 

set x and weight matrix W to map them according to output class labels. It is defined as

 
The objective of model is to predict and understand human emotions and to express using facial 

expression. 

 

5. Data Flow Analytical Diagramfor Emotional Classification Methodology 

Data flow analytical diagram for emotion classification using number of procedure steps is 

explained in fig.5.1.The process is sumarized  and respective algorithmasare described 

thoroughly. It started with applying input video sequence, Haar cascade classifier for face 

detection, feature extraction using convolution neural network, maximum poolingand finally 

emotional classification using facial expression. 
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Fig. 5.1   Data flow Analytical Diagram 
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6.Experimentation and Result Analysis  

 

Numbers of experiments are carried out to enhance the emotions classification based on facial 

expression using CNN.The deep learning network is trained,test and validated using CNN. It is 

concluded that in real time the selected area in image will efficiently be classified using CNN. 

6.1  Design Constraint of Facial Expression Recognition-2013 Database Experiment  

 

Pierre-Luc Carrier and Aaron Courville has created an open-source dataset which is shared 

publicly for Kaggle competition during ICML 2013. The proposed network is first trained using 

database made available for Facial Expression Recognition Challenge. The dataset consists of 

35.887 Gray scale, 48x48 sized face images with various emotions. Changes are made to both 

VGG-16 model and database to make them compatible for training. VGG-16 model’s input 

image layer is changed from [224, 224, 3] to [48, 48, 3] along with last 3 layers of model. The 

input image dataset is made changes of Grayscale [48, 48, 1] to [48, 48, 3]. The pre-trained 

network model has been constructed into CNN feature extraction network in integration with 

pooling layer and convolution layer. The data set used for proposed work is depicted in fig.6.1 

 

 

6.1 Facial Expression Recognition-2013 Database  

 

6.2  Training Constraint of Neural Network Model 

There are a greater number of deciding factor when a neural network is trained. The 

requirements include Augmented Image Data Generator (AIDG), 2D Convolutional Layers, 

Spatial Data for 2D with Max Pooling operation and Sequential model are trained using Keras 

and Tensor Flow.  
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a) Augmented Image Data Generator (AIDG) 

 

In Keras images are implemented using Image Data Generator API.It generates batches of image 

data with real-time data augmentation. To train deep neural network, the efficient codes to create 

and configure AIDG are as follows.  

 
In proposed case, data generator generates batch of 9 augmented images with rotation by 30 

degrees and horizontal shift by 0.5.  

 

b) 2D Convolutional Layers Constraint 

Let us consider input image of 3-D with three color channels (RGB). Input image is 

passingthrough filter called convolution kernel.At a time, inspecting small window of pixels over 

the input image.For image of 3×3 or 5×5 pixels, task is to moving the window till full image 

being scanned. The convolution operation proceeds with dot product of pixel values in current 

filter window with pre-defined weights.Using keras. layers. Conv2D () function we can create 

2D convolutional layers in Keras.As defined in TensorFlow Conv2D process, in Kerasno need to 

define variables or separately construct the activations and pooling.It does automatically and 

code sample creates 2-D convolutional layer. 
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c) Spatial Data for 2D with Max Pooling Operation 

 

The input image is represented by considering either maximum or minimum value using pool 

size for each dimension along features trend. For this input image should undergone 

downsampling or up sampling. The window is moved by strides in every dimension 

features.Finally the result shows output window using "valid" padding option which has number 

of rows or columns called shape of:  

 
 

 

d) Sequential model for stack of Layers:  

 

For plain stack of layers, it is designed witheach layer should have one input tensor and one 

output tensor respectively.By passing list of layer instances to the constructor, a sequential model 

is constructed. 

 

 

In the experimental verification on Facial Expression Recognition-2013 Database, the paper 

proposes seven emotions using different facial expression. 
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Case1 – Emotion Analyzer for Image with Single Face 

In the testing phase, various OpenCv functions and Keras functions have been implemented. In 

the initial stage image and video is stored in frame object.Haar cascade classifier is used to detect 

facial expression layout. The image frame is converted in to grayscale and resized for further 

processing. The resized image is loaded with keras model function and maximum argument is 

output. A rectangular box is drawn around the facial image and output is formatted 

above the rectangular box. 

 

 

Fig.6.1  Single Face Image 

 

 

Case 2 Image with Multiple faces 

Fig. shows seven emotions with different facial expression.  

 

 
Fig. 6.2 Multiple Face Images 
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Table1 shows the design parameters using FER 2013 data set and proposed CNN training set.  

Table 1. Chart Showing Pre-Data Set and Training Set 

 
The recognition rate of seven emotions labels is represented in pictorial diagram. The graph 

shows comparison between prediction model and proposed model.  The recognition rate 

accuracy is set maximum of 90% for prediction model whereas proposed model shows 95% 

maximum accuracy level. 

 

 
Fig.6.3 Graph Showing Recognition Rate with Seven Labeled Emotions 

Table 2 shows the comparison of emotional attributes for prediction model and our proposed 

model respectively. The prediction model highest accuracy for angry and surprise emotion with 

85% followed by least accuracy for fear with 50%. By comparing with proposed model, the 

highest accuracy for happy emotion with 99%, followed by surprise with 98%, neutral with 96% 

and least accuracy for fear emotion with 45%.  
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Table 2. Comparison Chart for Emotional Attributes 

 
7.Live Validation Test  

 

Many experimental trails are made to test and verify predictive and proposed cognitive model 

which are trained on FER-2013 data set. In real–time, the network performed better performance 

by classifying facially expression through a webcam device by comparing emotional attributes 

for prediction model and our proposed model respectively. Using trained CNN the following 

validation designed conditions are to be considered. 

 Live input from web-cam.  

 Facial expressed emotions only 

 Test only for pre-defined seven emotions 

 Compare predictive model with proposed model.  

 Webcam’s resolution is set to 420x220 

 Distance 50 cm from the face is maintained 

 

Live Verification  

The emotions are classified accurately according to training model using FER-2013 data set. The 

model should identify face and successfully classifies seven emotions such as Neutral, Happy, 

Surprise, Sad, Angry, Disgust and Fear respectively. The trained CNN is verified by pooled 

region of concerned image of face.A rectangular box is drawn around the facial image and output 

is formatted above the rectangular box. By focusing on interested area on the face it will capture 

facial expressions.Trained CNN classifies different facial expressions for setting webcam’s 
resolution to low 420x220 and 50 cm distance is maintained from the face. But trained CNN will 

not detect emotions using facial expressions when webcam’s resolution is set to high with 

distance greater than 50 cm from face. Under this condition no facial expressed emotions are 

recorded.Finally, it is concluded that for webcam resolution of 420x220 with distance of 50 cm 
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or less between webcam and face will capture similar face size by the proposed model during the 

training of CNN. 

 

The proposed model is trained and real time (Live) tested on different facial expressions like 

happy, neutral and surprise of different people. Fig.7.1,7.2,7.3 shows people who tried to express 

facial emotions happy and neutral. The model performed excellent in recognizing happy, neutral 

and surprised faces. Some people made their contribution in facially expressed emotions using 

selfies.  

 

Fig. 7.1   Live Facial Expression Using Neural label 

 

Fig. 7.2 Live Facial Expression for Happy Label 
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Fig. 7.3 Live Facial Expression for Neutral Label 

 

Conclusion 

The emotions are classified accurately according to training results. The model identifies face 

and successfully classifies seven emotions such as Neutral, Happy, Surprise, Sad, Angry, Disgust 

and Fear respectively. The human machine interfacing information about facial expression based 

advanced technology will lead to enrich predictive and proposed model should agree with the 

level of results.Also, the better trained models can be used to predict emotions with higher 

accuracy. This model can also be used in predicting happiness indexes and in the health sector. 

 

Many experimental trails are made to test and verify predictive and proposed cognitive model 

which are trained on FER-2013 data set.In real–time, the network performed better performance 

by classifying facially expression through a webcam device by comparing emotional attributes 

for prediction model and our proposed model respectively. The prediction model highest 

accuracy for angry and surprise emotion with 85% followed by least accuracy for fear with 50%. 

By comparing with proposed model, the highest accuracy for happy emotion with 99%, followed 

by surprise with 98%, neutral with 96% and least accuracy for fear emotion with 45%. The 

proposed model can also be used in predicting happiness index and in health sector. The 

innovation of proposed system can list as faster,can get input from different cameras. Changing 

code to be more efficient with clear visualizations, mask loading and recovery rate is high. 
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